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Abstract

Now-a-days, cloud computing has become a cornerstone of modern technology, driving innovation, efficiency and accessibility across various industries and application. Distributed computing solves the difficulty of using distributed autonomous machines and communicating with each other over a network. Cloud computing provides clients with a range of services and capabilities that enhances productivity, accessibility and scalability while reducing the need for extensive hardware and infrastructure investments. When interest in distributed computing rises, it implies that more individuals, businesses, and organizations are exploring, adopting, and implementing distributed computing solutions. This surge in interest leads to increase in data traffic. There are two solutions for the issue of increase in data traffic, one is server optimization (or) server performance enhancement (upgrade single server to a high performance server) but upgraded server may exceed its capacity (overload). Another one is multi servers. Uti-server configurations are common in scenarios where the demands of an application or service exceed the capabilities of a single server, and the distribution of tasks across multiple servers is necessary for optimal performance and reliability. When there are multiple servers, there is an issue i.e. Load Adjusting. [1] Load balancing is one of the critical issues in cloud computing. In a cloud environment, where resources are often dynamically allocated and distributed, load balancing plays a central role in managing workloads efficiently. Load balancing in cloud computing is a technique used to distribute computing workloads and network traffic across multiple servers or resources within a cloud environment. The primary goal of load balancing is to optimize resource utilization, prevent individual servers from becoming overloaded, and ensure that the overall system can handle varying levels of demand efficiently. Here we also discussed about the hybrid of Cat and Mouse Optimization and Grey Wolf Optimization algorithms. This paper refers to Cloud Computing, Load balancing techniques, Load balancing algorithms.
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1. Introduction

Cloud is nothing but internet. Cloud computing means performing any task/operation over the internet. According to definition proposed by Gartner in 2008 : A style of computing where massively scalable IT related capabilities are provided “as a service” using internet technologies to connect multiple external customers. Distributed computing is an attractive technology within the realm of software engineering. It encompasses a set of powerful capabilities that include online data storage, versatile frameworks, and advanced applications. Cloud computing is defined as “on demand resource pulling” and it works on pay-as-you-go pricing model [2]. The central objective of
cloud computing is to enhance the capabilities of a data center by providing dynamic and adaptable services to users in the cloud. The three primary service models in cloud computing are Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS), each catering to different levels of control, customization, and management responsibilities for users.

- **Infrastructure as a service (IaaS):** Infrastructure as a Service (IaaS) provides virtualized computing resources, including servers, storage, and networking, allowing users to scale and manage infrastructure.
- **Platform as a service (PaaS):** PaaS is a cloud service that provides platforms and runtime environments for developing, testing and managing applications.
- **Software as a service (SaaS):** Cloud providers host and manage the software applications on a pay-as-you-go pricing model.

This paper addresses the process of distributing workloads efficiently among resources in the cloud [3]. As the number of clients in the cloud grows, the responsibility of handling requests increases. In certain situations, some servers may be overwhelmed with requests, while others remain underutilized. This imbalance can result in server overloading or underloading. To tackle this issue, load balancing is introduced, aiming to evenly distribute incoming requests among servers to optimize resource usage and prevent performance disparities [4]. The Diagram of the SWH–PCM System are shown in Figure 1.

### 1.1 Load Balancing

Load balancing is a process of equitably distributing workloads across all available nodes to achieve optimal resource utilization and enhance user satisfaction. This method involves dividing tasks among virtual machines to ensure an equal distribution of work, promoting efficient use of resources, increasing throughput, and reducing response times. The primary goals include maximizing throughput, minimizing costs and energy consumption, optimizing resource utilization, and enhancing overall system performance [5]. In the context of cloud computing, load balancing becomes a crucial strategy to manage application demands effectively by distributing resources among various nodes, ensuring system consistency, resilience, and protection against failures.

![Diagram of the SWH–PCM System](https://irjaeh.com)

**Figure 1 The Diagram of the SWH–PCM System**

### 1.2 Challenges in Load Balancing

In the context of cloud computing, load balancing faces several challenges due to the dynamic and distributed nature of the environment. Here are the main challenges: Classification of Load Balancing Algorithms are shown in Table 1.

- **Dynamic Workload Variation:** Cloud environments experience unpredictable changes in workload demand. Load balancers must dynamically adapt to varying traffic patterns and distribute workloads efficiently to handle fluctuations in demand [6].
- **Scalability:** Load balancers need to scale seamlessly with the number of resources and adapt to the changing size of the infrastructure.
- **Security Concerns:** Ensuring the security of data and applications while load balancing is critical. Load balancers need to implement secure communication protocols and avoid becoming a potential point of vulnerability in the system.
- **Cost Management:** Efficient load balancing involves minimizing costs associated with data transfer, server usage, and overall infrastructure.
Striking a balance between optimal resource utilization and cost-effectiveness is a significant challenge.

- **Complexity of algorithms:** Algorithms in cloud computing ought to be simple to achieve.

### 1.3 Goals Of Load Balancing Algorithms
- Optimize Resource Utilization
- Improve in system performance
- Handle Workload Fluctuations
- Ensure High Availability
- Minimize Response Time
- Cost Optimization
- Adapt to Changing Conditions
- Least reaction time
- Improvement in unwavering quality

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Objective</th>
<th>Performance</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
</table>
| 1.Round Robin Algorithm        | Round Robin scheduling algorithm is to provide fair and equal allocation of CPU time among competing tasks in a cyclic manner. | 1. Round Robin ensures that all machines are treated fairly by giving them equal opportunities to execute tasks in a cyclic manner.  
2. This helps in preventing one Machine from hogging all the resources and promotes a balanced workload. | 1. Round Robin algorithm achieves fairness in workload distribution by cyclically assigning tasks to multiple servers.  
2. Preventing overload on a single server and ensuring balanced resource utilization.  
3. The algorithm is simple to implement, making it easy to deploy in cloud computing environments | 1. The algorithm does not consider the current load or capacity of each server, which can lead to situations where some servers are underloaded while others are overloaded.  
2. In situations where tasks have dependencies, Round Robin may not be optimal.  
3. The algorithm may not efficiently handle situations where tasks have uneven resource requirements, leading to potential inefficiencies in resource allocation. |
| 2.Least Connections Algorithm  | The primary goal of the Least Connections algorithm is to direct new requests to the server with the fewest active connections at the moment.  | 1. It is designed to distribute incoming network traffic or requests among a set of servers in a way that minimizes the number of active connections on each server.  
2. This algorithm plays a crucial role in optimizing the usage of server resources and improving the overall performance and reliability of the system. | 1. Least Connections ensures that requests are directed to servers based on their current load, leading to dynamic load distribution.  
2. Servers with fewer active connections are assumed to have more available resources, promoting efficient resource utilization.  
3. Adapts quickly to changes in server loads, redistributing requests to maintain a balanced distribution as the number of active connections fluctuates. | 1. Assumption of equal server capacities leads to uneven distribution and underutilization of more capable servers.  
2. Least Connections does not consider the health or performance metrics of individual servers.  
3. Server with few active connections may still be overwhelmed if those connections are resource-intensive. |
<table>
<thead>
<tr>
<th>3. Ant colony Optimization Algorithm Based Load Balancing Algorithm</th>
<th>Ant colony optimization is an optimization algorithm which employs the probabilistic technique and is used for solving computational problems and finding the optimal path with the help of graphs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ant Colony Optimization Based Load Balancing Algorithm is one of the Dynamic load balancing calculation.</td>
<td></td>
</tr>
<tr>
<td>2. Ant Colony Optimization (ACO) is to solve computational problems through the simulation of the foraging behavior of Ants.</td>
<td></td>
</tr>
<tr>
<td>3. It is performed to track down the shortest and ideal path using graphs.</td>
<td></td>
</tr>
<tr>
<td>1. ACO is inherently decentralized, allowing for autonomous decision-making by individual agents (ants). This self-organizing nature makes it well-suited for distributed systems.</td>
<td></td>
</tr>
<tr>
<td>2. ACO can adapt to dynamic changes in the environment, such as varying workloads, server failures, or additions/removals of resources.</td>
<td></td>
</tr>
<tr>
<td>3. The pheromone updating mechanism helps the algorithm respond to changes.</td>
<td></td>
</tr>
<tr>
<td>1. Finding optimal parameter values for different problem instances can be challenging.</td>
<td></td>
</tr>
<tr>
<td>2. ACO provides solutions that are generally good but does not guarantee optimality.</td>
<td></td>
</tr>
<tr>
<td>3. This algorithm doesn't explicitly incorporate measures to handle or recover from faults or failures in the system.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4. Honey Bee Foraging Algorithm</th>
<th>The main goal of the Honey Bee Foraging Load Balancing Algorithm is to make sure that tasks or jobs are shared efficiently across different parts of a computer system.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. This algorithm balances the load of virtual machines when all the systems become unbalanced.</td>
<td></td>
</tr>
<tr>
<td>2. This algorithm helps distribute the workload, so no part of the system gets too busy, and everything gets done smoothly.</td>
<td></td>
</tr>
<tr>
<td>3. Prevent the overloading of specific computational nodes by distributing tasks.</td>
<td></td>
</tr>
<tr>
<td>1. This algorithm can handle shifts in the workload or the computer system without causing problems.</td>
<td></td>
</tr>
<tr>
<td>2. If one part stops working, the algorithm can quickly adapt and move tasks to other working parts, preventing the whole system from breaking down.</td>
<td></td>
</tr>
<tr>
<td>1. It might take a bit longer to figure out the best way to share tasks, unlike some faster methods.</td>
<td></td>
</tr>
<tr>
<td>2. It might not be the best choice for every computer setup; some systems might need different ways to share tasks effectively.</td>
<td></td>
</tr>
</tbody>
</table>
5. Machine learning based Load Balancing Algorithm

1. The primary objective of a machine learning-based load balancing algorithm in cloud computing is to optimize the distribution of tasks or workloads among various resources dynamically and intelligently.

1. This algorithm is to achieve efficient utilization of resources, improve system performance.

2. This algorithm adapts to changing conditions within the cloud environment.

3. Essentially, it leverages machine learning techniques to learn patterns from historical data and make informed decisions on how to allocate tasks, ensuring a balanced and responsive cloud infrastructure.

1. This algorithm learns from past experiences to make wise decisions on how to share tasks, ensuring each part of the cloud does its fair share of work.

2. This Algorithm makes sure each computer does just the right amount of work, preventing some from getting too busy and others from being idle.

1. The effectiveness of machine learning algorithms heavily relies on the quality and representativeness of the training data.

2. If the training data is not diverse or does not accurately represent the real-world scenarios, the algorithm's performance may suffer.

2. Methods and Implementation

2.1 Cat And Mouse Based Algorithm

The paper introduces a new optimization method called the Cat and Mouse-Based Optimizer (CMBO), inspired by how cats chase mice. CMBO simulates the movement of cats towards mice and the escape of mice to safety. The paper presents the mathematical model and implementation of CMBO for solving optimization problems. Evaluation on various types of objective functions demonstrates that CMBO performs well in solving different optimization problems. When compared to nine other popular algorithms, including Genetic Algorithm and Particle Swarm Optimization, CMBO stands out by providing more effective solutions closer to the best possible outcomes. In this section, the theory of the Cat and Mouse Optimization Algorithm (CMBO) is stated, then its mathematical model is presented in order to optimize various problems. The Cat and Mouse-Based Optimizer (CMBO) is a population-based algorithm inspired by how cats hunt mice in nature. In this algorithm, search agents are divided into two groups: cats and mice. These groups explore the problem search space using random movements.

The algorithm updates its population in two phases. In the first phase, it models the movement of cats towards mice, simulating predatory behavior [7]. In the second phase, models the escape of mice to havens to ensure their safety. This dual-phase approach is designed to enhance the algorithms efficiency in solving optimization problems. Flowchart of Cat and Mouse based algorithm are shown in Figure 2.

2.1.1 Algorithm

Start CMBO.

Input problem information: variables, objective function, and constraints. Set number of search agents (N) and iterations (T).

Generate an initial population matrix at random.

Evaluate the objective function.

For t = 1 to T

Sort population matrix based on objective function value using Equations (3) and (4).

Select population of mice 𝑀 using Equation (5).

Select population of cat’s 𝐶 using Equation (6).

Phase 1: update status of cats.

For j=1 to NC
Update status of the jth cat using Equations (7)–(9).
End
Phase 2: update status of mice.
For i = 1: N
Create haven for the ith mouse using Equation (10).
Update status of the ith mouse using Equations (11) and (12). End
End
Output best quasi-optimal solution obtained with the CMBO.
End CMBO

2.1.2 Flowchart

2.1.3 Advantages
- Efficient exploration and exploitation: CMBO balances exploration and exploitation by combining cat’s search for prey and mouse’s escape to havens.
- Simple and transparent: The algorithm is easy to understand and implement, requiring minimal parameter tuning.
- Flexibility and adaptability: CMBO can be easily adapted to solve various optimization problems in cloud computing with minor modifications.
- Robustness and convergence: The algorithm exhibits good robustness against noise and converges quickly towards optimal solutions.
- Bio-inspired and relatable: The cat-and-mouse metaphor makes the algorithm intuitive and relatable, facilitating its understanding and application.
- Parallelizable: CMBO can be easily parallelized for faster execution on multi-core and distributed computing platforms.
- Memory efficient: The algorithm requires less memory compared to other population-based optimization algorithms.
- Effective for unimodal problems: CMBO performs well in solving unimodal optimization problems with a single global optimum.
- Promising results in cloud computing: CMBO has shown promising results in various cloud optimization tasks like resource allocation, task scheduling, and data placement.
- Potential for further development and improvement: CMBO is a relatively new algorithm with the potential for further development and improvement to address its limitations.

2.1.4 Disadvantages
Limited exploration: CMBO might get stuck in local optima due to its reliance on previous successes, reducing exploration potential.

Parameter tuning: Finding the optimal values for algorithm parameters can be challenging.
and time-consuming.

- **High computational cost:** The iterative nature of the algorithm can be computationally expensive, especially for complex problems with large search spaces.
- **Premature convergence:** Early convergence towards suboptimal solutions can occur if initial population diversity is insufficient.
- **Lack of theoretical foundation:** Compared to other established algorithms, the theoretical basis of CMBO is still under development.
- **Limited applications:** Although promising, CMBO's application in cloud computing remains limited compared to well-established algorithms.
- **Sensitive to initial population:** The algorithm's performance heavily depends on the quality and diversity of the initial population. Black-box nature: The internal workings of the algorithm can be complex and difficult to interpret, hindering its widespread adoption.
- **Limited scalability:** The performance of CMBO might degrade with increasing problem size and complexity.
- **Susceptible to manipulation:** Malicious actors could potentially manipulate the algorithm to exploit vulnerabilities in the cloud system.

### 2.2 Grey Wolf Algorithm

The Grey Wolf Optimization (GWO) algorithm is a nature-inspired optimization technique based on the social structure and hunting behavior of grey wolves [8]. Grey Wolf Optimization was proposed by Marjahlali Mohammad and Lewis in 2014. In the context of cloud computing, GWO is employed to optimize various aspects of cloud systems, including resource allocation, task scheduling, energy efficiency, load balancing, and fault tolerance. We have different rank of wolves in pack using alpha, beta, delta, and omega wolves to represent potential solutions in the optimization process. We have alpha wolf that is the pack leader it can be

- 1. Male wolf
- 2. Female wolf.

**Alpha wolf** = Responsibility of alpha wolf is the season making is hunting, sleeping, eating, wakeup and all important seasons are made by alpha wolf. Beta Alpha=best candidate to be Alpha wolf. **Delta wolf** = provide food to the pack and work for the pack in case of any danger. **Omega** = caretaker, Older wolf, Scouts and the hunter. By iteratively updating the positions of these wolves, GWO aims to converge toward optimal solutions, contributing to the efficient utilization of resources and improved overall performance in cloud-based environments.

Main steps of grey wolf hunting are:

1. **Searching:** searching for the prey.
2. **Pursuing:** tracking, chasing and approaching the prey.
3. **Encircling and harassing the pray until it’s moving.**
4. **Attacking:** attacking the prey.

Mathematical model of GWO algorithm is:

- Fittest solution = Alpha solution
- Second solution = Beta wolf
- Third solution = Delta wolf

### 2.2.1 Algorithm

1. Initialize grey wolf population
2. Initialize a, A and C.
3. Calculate the fitness of each segment agent.
4. Xalpha = best search agent.
5. Xbeta = second best search agent.
6. Xgama = third best search agent. While (t<max number of iterations)  
   For each search agent  
   Update the position of current search agent by above equations  
   End for
7. Update a, A and C
8. Calculate the fitness of all search agent
9. Update Xalpha, xbeta, Xdelta
10. t=t+1
11. End while
12. Return xalpha

2.2.2 Flowchart

2.2.3 Working model of Grey Wolf algorithm

The Grey Wolf Optimizer (GWO) is a nature-inspired optimization algorithm that simulates the social behavior of grey wolves. The algorithm was proposed by Mirjalili et al. in 2014 [9]. It is a heuristic optimization algorithm used for solving optimization problems, and it draws inspiration from the hunting and social hierarchy of grey wolves in the wild. Here's a detailed explanation of the GWO algorithm:

1. Initialization
   Define the objective function to be optimized. Initialize the population of wolves. The position of each wolf represents a solution to the optimization problem. Randomly initialize the positions of the alpha, beta, and delta wolves, which represent the top three solutions found so far. These wolves will guide the rest of the pack.

2. Objective Function Evaluation:
   Evaluate the objective function for each wolf in the population.

3. Update Alpha, Beta, and Delta Positions:
   Identify the alpha, beta, and delta wolves based on their fitness (objective function values). Alpha is the best, followed by beta and delta. Update the positions of alpha, beta, and delta wolves using the following formulas:
   \[ D_{alpha} = |2 \cdot \text{rand}() \cdot \text{alpha position} - \text{current position}| \]
   \[ D_{beta} = |2 \cdot \text{rand}() \cdot \text{beta position} - \text{current position}| \]
   \[ D_{delta} = |2 \cdot \text{rand}() \cdot \text{delta position} - \text{current position}| \]
   where \( \text{rand}() \) is a random number between 0 and 1.

4. Update the positions of the Rest of the Wolves:
   Update the positions of the other wolves using the following formula:
   \[ \text{New position} = \text{alpha position} - A \cdot D_{alpha} \]
   where \( A \) is a coefficient that controls the exploration-exploitation trade-off. It is a decreasing function with time.

5. Boundary Handling:
If a wolf goes beyond the search space boundaries, it should be repositioned within the feasible region.

6. **Update Coefficient A:**
   Update the coefficient A using a linearly decreasing function to balance exploration and exploitation.

7. **Repeat:**
   Repeat steps 2-6 until a termination criterion is met (e.g., a maximum number of iterations or a satisfactory solution is found).

The GWO algorithm is designed to converge towards an optimal solution over successive iterations. It leverages the social hierarchy and collaboration among wolves to explore the solution space effectively. Adjusting parameters like the population size, the maximum number of iterations, and the coefficient $a$ can impact the performance of the algorithm for specific problems.

### 2.2.4 Advantages

1. **Easy to Understand and Implement**
   The algorithm is straightforward and doesn't require complex mathematical understanding. Its simplicity makes it accessible for use without extensive expertise.

2. **Global Optimization Capability**
   The algorithm is proficient at finding solutions close to the best possible outcome on a global scale, which is crucial for obtaining high-quality solutions across a wide range of problems.

3. **Few Parameters to Adjust**
   Users don't need to tweak many parameters to make the algorithm work effectively, making it user-friendly and easy to apply to different scenarios.

### 2.2.5 Disadvantages

1. **Limited Robustness**
   The algorithm may not perform optimally in every scenario or problem. Its effectiveness can vary depending on the nature of the optimization problem, and it might not always outperform other algorithms.

2. **Not Suitable for All Types of Problems**
   While versatile, the Grey Wolf Optimization Algorithm may not be the best choice for certain types of optimization problems, especially those with specific characteristics or constraints.

### 3. Lack of Consistency
   The algorithm's performance may lack consistency across different types of optimization problems. It might excel in some scenarios but not perform as well in others.

**When do we use the grey wolf algorithm?**

The GWO is used to solve different problems such as global optimization problems, electric and power engineering problems, scheduling problems, power dispatch problems, control engineering problems, robotics and path planning problems, environmental planning problems and many others [10].

### A Hybridized Approach: Cat-Wolf Optimization for Cloud Efficiency

- **Problem:** Cloud resource management faces challenges like dynamic workloads, underutilized resources, and inefficient scheduling.
- **Solution:** Hybrid Cat-Mouse and Grey Wolf Optimization (CMGWO) tackles these issues by blending local search (CMO) and global exploration (GWO).
- **Cat Phase:** VMs act as "cats" chasing "mice" representing optimal resource allocation. Local search refines resource usage within clusters.
- **Wolf Phase:** Packs of VMs ("wolves") mimic Grey Wolf hunting behavior. Alpha wolves (leaders) guide the pack towards efficient resource utilization across clusters.
- **Hybridization:** A dynamic switch between Cat and Wolf phases balances exploration and exploitation, preventing stagnation and finding global resource optimums.
- **Scalability:** CMGWO adapts to large cloud environments with efficient parallelization on multiple nodes.
- **Benefits:** Improved resource utilization, reduced costs, enhanced service quality, and efficient workload scheduling.
• **Improved Resource Efficiency**: Efficiently allocate resources and minimize wastage by finding near-optimal configurations.
• **Enhanced Performance**: Improve application performance by dynamically adjusting resource allocation based on workload demands.
• **Cost Optimization**: Reduce cloud computing costs by optimizing resource utilization and avoiding unnecessary spending.
• **Dynamic Adaptation**: Handle the dynamic nature of cloud environments by continuously adapting resource allocation to changing demands.
• **Applications**: Large-scale data processing, scientific computing, and dynamic web hosting platforms.
• **Security**: Address security concerns by implementing access control and resource isolation mechanisms.
• **Potential Impact**: CMGWO can significantly improve cloud resource management, leading to cost savings, performance gains, and a more sustainable cloud ecosystem.

**Conclusion**
Cloud load balancing algorithms are critical for ensuring optimal performance and resource utilization in cloud environments. Overall, cloud load balancing algorithms are essential for building efficient, scalable and reliable cloud applications. By understanding the strengths, challenges and future trends we can choose the right algorithm to optimize our cloud infrastructure and maximize performance. CMGWO presents a promising hybrid approach for cloud resource optimization, offering benefits for both cloud providers and users. Hybrid CMO-GWO has the potential to significantly improve resource optimization in cloud computing environments. However, careful implementation, parameter tuning, and problem-specific adaptation are crucial for achieving optimal results.
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