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Abstract 

In response to escalating concerns regarding potential border airstrikes, this paper introduces an advanced 

deep-learning model that utilizes Convolutional Neural Networks (CNNs) for accurate military aircraft 

classification. Functioning as a pivotal tool for proactive threat assessment, the system works by 

distinguishing and categorizing six aircraft types with exceptional accuracy, facilitating real-time analysis, 

and aiding with the development of responsive counter-attack strategies. The multi-stage process begins with 

the comprehensive collection of diverse datasets, followed by the extraction of spatial features from images 

using CNNs. Optimization techniques fine-tune model parameters to ensure optimal performance. This 

approach significantly strengthens national security by leveraging advanced technology for proactive threat 

mitigation. Emphasizing this paper’s vital role in enhancing border defence capabilities, it highlights the 

model’s capacity to navigate evolving security challenges through improved awareness of the environment. 

The model's ability to adapt to real-world conditions, including variations in lighting, weather, and terrain, 

demonstrates its practical applicability. For seamless implementation, the deep learning model is deployed 

using Django and SQLite as a web page providing an efficient and user-friendly interface This sophisticated 

deep learning model is fundamental in fortifying national security measures against potential threats along 

border regions. 
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1. Introduction 

In today's geopolitical landscape safeguarding 

national borders is of paramount concern, 

necessitating advanced technology for effective 

defence mechanisms. The development of a 

Convolutional Neural Networks (CNN) based Deep 

Learning model for border defence mechanism by 

classifying aircraft sighted along [1] the border 

region emerges as a timely and crucial initiative in 

response to evolving security challenges. With 

increasing instances of aerial threats, including 

potential airstrikes and border incursions, the need 

for rapid and precise identification of aircraft 

becomes essential. Traditional methods fail to meet. 

The expectation of providing timely responses. By 

utilizing the capabilities of CNN for image analysis, 

this paper performs the task of classifying aircraft 

within border areas in a precise and prompt manner. 

The primary aim is to ensure clear distinction 

between civilian and military aircraft, coupled with 

meticulous classification of various military aircraft 

types. The detailed categorization helps to provide 

more insights and empowers the border defence 

personnel to promptly and accurately evaluate and 

respond to potential threats. The model's capacity to 
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adapt to real-world conditions, including variations 

in lighting, weather, and terrain, demonstrates its 

practical applicability, with nations increasingly 

investing in the modernization of their defence 

infrastructure, the integration of advanced 

technologies, such [2] as deep learning is vital.    

Essentially the Development of a CNN-Based Deep 

Learning Model for Border Defence Mechanism 

Aircraft Classification project is a proactive 

approach towards the security challenges faced in 

today’s world. This paper intends to significantly 

contribute to national security by providing an 

effective and intelligent system for the identification 

and categorization of aircraft in border areas. It 

achieves this objective by integrating current 

technological advances with the fundamental need 

for border defence. 

2. Methodology 
The methodology encompasses several essential 

stages for the classification of aircraft. It begins with 

comprehensive data collection from diverse sources 

consisting of images under varying conditions to 

ensure the diversity of the dataset. The data collected 

is then organized in adherence to the Pascal VOC 

format, employing XML files for image annotation 

and partitioned into train and test sets, allocating 

80% for training and 20% for testing. Subsequently, 

the acquired images undergo a meticulous 

preprocessing stage, involving resizing to a uniform 

224 x 224 pixels resolution, normalization using 

Tensor Flow’s [3] ImageDataGenerator, and the 

introduction of augmentations like rotation and 

zooming to enhance dataset diversity and prevent 

overfitting. Feature extraction focuses on fine-tuning 

the model architecture to capture distinctive aircraft 

with careful consideration given to hyper parameter 

adjustments. Following feature extraction, the 

classification phase involves training the model's 

decision-making layers, enabling it to categorize six 

major aircraft types. The model's performance on the 

validation set is monitored, and adjustments are 

made, such as regularization [4] or architectural 

changes, to address any notable divergence between 

training and validation sets. In the deployment phase, 

the trained model for aircraft classification is saved 

as a Model.h5 file in a SQLite database and 

integrated into a web application using the Django 

framework. The aircraft classification is done using 

three different architectures and the metrics are 

compared. Leveraging its distinctive convolutional 

and subsampling layers, LeNet excels at capturing 

intricate spatial features crucial for distinguishing 

between different aircraft types. Shuffle Net and its 

subsequent versions aim to achieve a harmonious 

balance between computational efficiency and high 

performance across various computer vision tasks. 

Proposed architectures can [5] be used to design a 

sophisticated and customizable neural network. It 

offers granular control over layer configurations, 

activation functions, and connectivity patterns. 

Block diagram are shown in Figure 1. 

 
Figure 1 Block Diagram 

2.1 Data Collection and Augmentation 

The dataset for aircraft classification comprises 

diverse images sourced from RSOD-Dataset, 

NWPU-Dataset, Google Images, and the UCI ML 

Repository. This diverse collection includes various 

aircraft types, captured under diverse conditions and 

angles, ensuring the model's effectiveness in 

recognizing commercial airliners and military 

aircraft. The data-gathering [6] methods involve 

scraping publicly available aviation image databases, 

collaborating with enthusiasts, and capturing images 

through aerial photography. Data augmentation is a 

vital technique involving transformations like flips, 

rotations, shifts, and zooms to enhance training 

dataset diversity. This exposes the model to varied 

input variations, improving generalization and 

robustness. In the model, the applied augmentation 

methods involve angular orientation, shearing, 

zooming, horizontal flipping, and 90-degree rotation, 
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contributing to better classification and increased 

accuracy. 

2.2 Feature Extraction 

Feature extraction is the process of transforming the 

pre-processed images into numerical representations 

that capture the distinctive characteristics of each 

aircraft type. These features serve as the input for the 

classification model. [7] Common feature extraction 

techniques include shape analysis, texture analysis, 

and color analysis. Here we have used binary masks 

that contains information about the presence or 

absence of certain features or objects within an image 

or a specific region. In essence, a binary mask is a 

black-and-white visual with each pixel assigned one 

of two values: 0 or 1. Generally, a feature or object's 

presence is indicated by a value of 1, and its absence  

Is indicated by a value of 0 

2.3 Deployment of the Model 

The Proposed architecture model for aircraft 

classification is trained and employed in the created 

web page, the deep learning model is first stored as a 

Model.h5 file in the SQLite [8] database and then 

subsequently deployed as a web page. In web 

development, frameworks such as Django were 

utilized which provide a three-tiered architecture—a 

user interface layer (HTML, CSS, JavaScript), a 

server-side layer (Python, Java, PHP) for processing 

logic, and a database layer interconnected through a 

connector. Block diagram of Web UI creation are 

shown in Figure 2.  

 
Figure 2 Block diagram of Web UI creation 

3. Results and Discussion 

The proposed architecture outperforms both LeNet 

and the Shuffle Net in terms of accuracy and 

precision. From the table 1 its test accuracy is 

96.23%, compared to 92.88% for LeNet and 95.41% 

for the Shuffle Net. Similarly, its test precision is 

95.05%, compared to 91.12% for LeNet and 94.29% 

for Shuffle Net. This suggest that proposed 

architecture effectively learns to discriminate 

features from the data, enabling better differentiation 

between images [9] belonging to different categories. 

LeNet's lower accuracy is due to its smaller network 

architecture, limiting its capacity to capture complex 

relationships within the data. Model Accuracy of 

Proposed Architecture, LeNet and Shuffle Net are 

shown in Figure 3. The Shuffle Net architecture’s 

slightly lower accuracy compared to the proposed 

architecture might indicate a trade-off between 

accuracy and efficiency, as it focuses on using fewer 

parameters. The proposed architectures balanced 

precision and recall values is indicative of the good 

overall performance, accurately predicting positive 

cases without many false positives or negatives. 

Lower training loss for all systems signifies good 

learning during the training process. [10] Model Loss 

of Proposed Architecture, LeNet and Shuffle Net are 

shown in Figure 4. 

https://irjaeh.com/


 

 

International Research Journal on Advanced Engineering Hub (IRJAEH) 

e ISSN: 2584-2137 

Vol. 02 Issue: 02 February 2024 

Page No: 242 - 247  

https://irjaeh.com 
 

 

    

International Research Journal on Advanced Engineering Hub (IRJAEH) 
                         

245 

 

 

 
Figure 3 Model Accuracy of Proposed Architecture, LeNet and Shuffle Net 

 

 
Figure 4 Model Loss of Proposed Architecture, LeNet and Shuffle Net 

 

Table 1 Comparison of Metrics 

ARCHITECTURE ACCURACY PRECISION RECALL LOSS 

LENET Test: 92.88% 

Train: 91.89% 

Test: 91.12% 

Train :92.08% 

Test: 91.14% 

Train: 90.37% 

Test: 5.54% 

Train: 6.39% 

SHUFFLENET 

 

Test: 95.41% 

Train: 93.81% 

Test: 94.29% 

Train: 93.32% 

Test: 92.23% 

Train: 91.01% 

Test: 6.88% 

Train: 7.91% 

PROPOSED 

ARCHITECTURE 

 

Test: 96.23% 

Train: 95.25% 

Test: 95.05% 

Train: 94.98% 

Test: 94.44% 

Train: 93.67% 

Test: 5.57% 

Train:6.23% 
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Conclusion 

To determine the best deep learning model for 

aircraft prediction, several models were rigorously 

tested before being deployed. Following a thorough  

Analysis, the proposed Architecture was determined  

To be the best model, outperforming the others in 

Terms of accuracy (96.23%), performance, and 

generalization skills. It is essential to consider that 

Proposed Architectures success wasn't entirely due 

to the algorithm itself. Data preprocessing played a 

vital role in ensuring the quality and relevance of the 

input data the aircraft dataset was meticulously 

cleaned, transformed, and normalized to reduce noise 

and inconsistencies and improve the model's 

prediction accuracy. During this process, the most 

significant and instructive characteristics or factors 

about the classification of aircraft were chosen, and 

they were then transformed to more accurately depict 

their impact. 

Future Work 
In terms of future work, exploring deep learning-

based models could offer a promising avenue for 

achieving even higher accuracy and performance. 

Additionally, considering more sophisticated feature 

engineering techniques would enable the 

identification of additional relevant features, 

potentially enhancing the model's predictive 

capabilities. Also, incorporating wide range of sensor 

data such as from LIDAR, RADAR, etc. can be 

useful for diverse applications in various fields. 

Moreover, employing advanced optimization 

algorithms for hyper parameter tuning could fine-

tune the model's parameters, leading to improved 

overall performance and better generalization we 

also intend to seamlessly integrate the model into 

cloud infrastructure, enabling a multiuser 

environment for global accessibility. By embedding 

the model in the cloud, we aim to create a 

collaborative platform for aviation professionals 

worldwide to leverage our technology for 

comprehensive aircraft analysis and decision-

making. 
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