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Abstract 

Early detection of brain tumor is of critical importance in medical imagery. It reviews the application of 

advanced learning algorithms to increase the accuracy and efficiency of brain tumor detection using 

noninvasive imaging (in particular MRI). In the last couple of years, recent machine learning and deep 

learning approaches like Convolutional Neural Networks (CNNs), Support Vector Machines (SVMs), and 

hybrid models have shown an overnight progress by automating the process of extraction, segmentation, and 

classification of brain tumors. Tumor sub-region identification and feature selection has been improved by 

using techniques such as Random Forest classifiers, unsupervised clustering, and ensemble methods. 

Secondly, detection performance has been improved by the integration of handcrafted and automatic features, 

including texture, shape, and intensity. Further feature selection process is dimensionality reduction based 

techniques like Principal Component Analysis (PCA) and Information Gain (IG). The focus of this review is 

on the increasing usefulness of these algorithms to achieve adequate diagnosis and discuss future trends in 

personalized diagnostics and treatment planning. 
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1. Introduction 

The detection and classification of brain tumors 

continues to be challenging, as the types, sizes and 

locations of tumors vary wildly[1]. Planning effective 

treatment strategies, which can increase patient 

outcome, relies largely on the ability to identify 

patients early and accurately. Noninvasive method 

for brain tumor detection is; Magnetic Resonance 

Imaging (MRI) available to give detailed structural 

information of the brain. Manual analysis of MRI 

scans is time consuming, subjective and is subject to 

human error, so automated detection methods are 

highly desirable. Automated brain tumor detection 

has been achieved by promising solutions provided 

by recent advancements in machine learning and 

deep learning[2]. These sophisticated algorithms, 

which process immense quantities of imaging data to 

spot signs, patterns and classify tumors with a high 

degree of accuracy are fast emerging as options as 

radiologists encounter larger patient loads. Part of the 

precision of tumor detection, segmentation, and 

classification is done using Convolutional Neural 

Networks (CNNs), Support Vector Machine (SVMs), 

Random Forests, and hybrid models [3][4]. This 

paper examines all advanced learning algorithms 

used in the detection of brain tumors [5] in a 

comprehensive review. First, it studies the 

advantages and drawbacks of each, emphasizing the 

influence of feature extraction, feature reduction, as 

well as model optimization on increasing the 

diagnostic precision. The review also explores the use 

of hybrid systems in which algorithm combinations 

could help overcome tumor heterogeneity challenges 

and discusses the integration of handcrafted and auto 

features. Because the field is evolving, advanced 

learning techniques hold great potential for 

improving brain tumor diagnosis and treatment. 

These methods could be further developed into 

personalized, patient specific diagnostic tools with 

intuitive software platforms that further increase the 

clinical applicability and result in more reliable and 

reproducible outcome. In this review, the current 

state of research on advanced learning algorithms for 

brain tumor detection is analyzed in detail and future 

research directions presented. 

1.1 Problem Statement 

Brain tumors are among the most malignant types of 
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cancer, the diagnosis and treatment of which create a 

formidable problem. Detecting brain tumors 

accurately and in time is important to increase patient 

survival rates and help lighten the load from 

healthcare systems. Currently, there are existing 

traditional methods of tumor detecting which are 

based on manual evaluation of medical images (MRI, 

CT scans) are time-consuming, subjective, and have 

not only errors. Furthermore, brain structures and 

tumor appearances are complex, and clinicians have 

yet to achieve consistently accurate diagnoses, using 

conventional techniques alone. Machine learning 

(ML) and deep learning (DL) algorithms have 

recently made strong advances which provide new 

opportunities to automate and better the accuracy of 

brain tumor detection. Further, these algorithms can 

apply pattern analysis and make accurate and fast 

diagnostic prediction on huge amounts of imaging 

data. However, challenges remain, including the 

requirement of large, annotated datasets, the handling 

of data variability between patients, and 

generalization of models onto new data. As a result, 

it is necessary to revisit the state of art in this domain 

and understand how it is being used in brain tumor 

detection with different learning algorithms. 

1.2 Motivation 

Due to the medical field requirement of better 

diagnostic methodologies, the motivation for a 

comprehensive review in this area is derived from the 

urgent need for better brain tumor detection using 

advanced learning algorithms with the ultimate goal 

of predicting the affected anatomical region and 

tumor type(s). There by brain tumors are notoriously 

difficult to diagnose early because of their variability 

in appearance and are so complex, challenging an 

early revealed diagnosis and also treatment. Often 

time consuming and subjecting to potential diagnosis, 

traditional methods generally rely upon manual 

analysis of medical imaging. These days, the 

possibility to make brain tumor detection more 

accurate, faster and more efficient is occurring with 

the advent of advanced learning algorithms, i.e. 

machine learning and deep learning. These 

algorithms are capable of processing large volumes 

of imaging data for discovery of fine detail and 

informed diagnostic prediction over and above the 

ability of human experts. Furthermore, automated 

systems may function as important decision support 

tools that assist clinicians in faster and more reliable 

diagnoses in resource limited situations where routine 

radiological help is not available. In the end, the 

review attempts to show how these technologies can 

transform to enhance the care patient and reduce the 

healthcare disparities and advance the technique of 

medical diagnostics in the struggle with the brain 

tumors. The rest of the paper is structured as follows: 

In Section 2, the latest research progress in brain 

tumor detection using MRI image is reviewed. In 

section 3 of this work is, the methodology of tumour 

detection and classification using MRI images is 

described through various image processing 

techniques and advanced methodologies. The section 

4 reviews the research gaps in tumor detection in 

practical brain MRI images. The section 5 describes 

the metrics and sources of brain MRI datasets. The 

conclusion of this research work is finally presented 

in Section 6 and future avenues for work are 

suggested. [1-10] 

2. Literature Review 

This review is so important to the field because it will 

provide the opportunity to consolidate knowledge, 

bring attention to advancements and challenges, act 

as a guide for future research, and provide concrete 

improvements in the clinical application of advanced 

learning algorithms in the detection of brain tumors. 

It can result in better, more efficient, more equitable 

solutions for patients suffering from brain tumors. 

FAHS-SVM is introduced by Zheshu Jia, Deyun 

Chen [6] in their study for brain tumor segmentation 

with accuracy levels competitive to manual 

segmentation. In clinical brain tumor diagnosis, this 

method is effective to detect small tumor regions in 

MRI images, and supports the clinical decision. 

These experimental results show 98.51% accuracy of 

detection in tissue. Momina Masood, Tahira Nazir et 

al. [7]introduced a novel deep learning based brain 

tumor segmentation technique based on DenseNet-

41, outperforming ResNet-50. This method is in 

essence an automated diagnostic tool. And future 

work will be on applying the technique on more 

challenging datasets and a better hyper parameter 

tuning in order to have higher accuracy. Brain tumor 

classification is realized on the basis of ensemble 

deep features. For small MRI datasets with two 
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classes, DenseNet-169 is shown to be effective, while 

an ensemble of three models performs well on larger 

two class datasets. Furthermore, Jaeyong Kang, 

Zahid Ullah et al. [8] presented that such an ensemble 

strategy is feasible for large datasets with four 

classes. SVM with RBF kernel performs the best 

most of cases of classifiers. Overall, the performance 

of the proposed method is substantially better than 

those of single CNN models. To reduce the model 

size further research will be required. Abdul Hannan 

Khan, Sagheer Abbas [9] proposed a hierarchical 

deep learning approach for brain tumor classification 

that exploits Convolutional Neural Networks (CNNs) 

to process images. Image preprocessing is done with 

min-max method, tumor detection is done with Local 

Binary Pattern (LBP) techniques. A combination of 

Support vector machine (SVM) and Artificial Neural 

Networks (ANN) have been employed in order to do 

classification. The 2D Discrete Wavelet Transform 

(DWT) is used for feature extraction and 

subsequently a Median Filter is applied for noise 

reduction. For tumor classification, the use of the 

Back-propagation Neural Network (BPNN) is made. 

In classifying tumors as four types, the proposed 

model outperforms previous methods in both 

detection and segmentation, with an accuracy of 

92.13%, generating valuable clinical help in the brain 

tumor diagnosis. Machine learning has the potential 

of efficient segmentation and classification of brain 

tumors. Champakamala Sundar Rao & K. 

Karunakara [10] in their study, the KSVM-SSD 

model is used to improve the accuracy of the tumor 

detection. Our baseline models were used to apply 

Harris Hawks Optimization for effective feature 

selection and resulted in improved performance over 

baseline models. Early and accurate diagnosis is 

enabled by a higher detection accuracy. Ramdas 

Vankdothu, Mohd Abdul Hameed et al. [11] in their 

study addressed the problem of brain tumor 

segmentation using machine learning and CT scans 

for diagnosis. Image clarity is enhanced by means of 

an adaptive median filter. New feature extraction 

techniques are applied to perform classification using 

classifiers such as Classifying ANFIS (ANFIS) and 

Support Vector Machine (SVM). Effective 

segmentation is obtained with Fuzzy C-Means 

clustering, and optimization techniques enhance 

segmentation accuracy. Ehsan Ghafourian, Farshad 

Samadifam et al. [12] in their study presented an 

ensemble model for brain tumor diagnosis which 

combines the data mining and machine learning 

techniques. The brain tissue from the MRI images are 

identified using preprocessing and the Social Spider 

Optimization is used for image segmentation. Images 

are extracted with distinctive features by application 

of Singular Value Decomposition. Next, to classify 

extracted features, Naïve Bayes, SVM and KNN 

algorithms are used. The results of the model 

demonstrate high accuracy, sensitivity, and 

specificity with improvements over prior methods 

that are significant. Because of the heterogeneity of 

brain tumors, they have a low survival rate and early 

diagnosis is the key to effective treatment. Despite 

the fact MRI scans provide high structural details of 

the brain, analyzing MRI scans pose a number of 

challenges and there are AI techniques developed to 

overcome these issues. Four hybrid systems for 

diagnosing brain tumors are proposed by Badiea 

Abdulkarem Mohammed, Ebrahim Mohammed 

Senan et al. [13] The first system then couples an 

Artificial Neural Network (ANN) and a Feedback 

Neural Network (FFNN) between the scalping 

system where the feature set varies and scalping 

system where the scalping feature set is constant. The 

second system uses pre trained GoogLeNet and 

ResNet50 models. The third system is a CNN 

combined with SVM for classification. The fourth 

system fuses GoogLeNet, ResNet50 and handcrafted 

features for improved diagnostic accuracy. Mohamed 

Wageh, Khaled M. Amin et al. [14] in their research 

GLCM (Gray Level Co-occurrence Matrix) and LBP 

(Local Binary Pattern) feature incorporation is 

proposed as a method of improvement for brain 

tumor detection using MRI scans, based on a 

proposed new classification method. Using 

Information Gain, the method was able to achieve 

98% accuracy using a Random Forest classifier. 

Further, Principal Component Analysis (PCA) and 

Information Gain (IG) further improved the feature 

selection effectiveness. One of the big hurdles was 

getting a good public dataset. For greater detection 

performance in the future it may be useful to combine 

both the texture and shape features. G. Ramesh Babu, 

Bankuru Surya Bharghav Naidu et al. [15] their study 
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shows how education surfaces are fed into CNN and 

SVM classification for brain tumor detection where 

the CNN classifier outperforms the SVM with respect 

to accuracy. The fast and accurate tumor detection 

made by this approach could lead to better treatment 

outcomes and better patient care. These methods are 

possible to plan to be even more powerful in the 

future with the use of some advanced deep learning 

techniques. With patient specific data we might be 

able to make more personal diagnoses and treatment 

plans. The development of intuitive software could 

also lead to increase clinical acceptance and use. 

Tumor detection in MRI is an important function for 

treatment planning in a field of automated defect 

detection in medical imaging. E.Shanmugapriya & 

O.Rajasekar [16] in their research focused on 

analyzing brain tumor pattern classification methods 

for distinguishing primary gliomas from metastases 

as well as for glioma grading. Reliable reproducible 

diagnostics are improved by automated tools. The 

classification is performed with a computer assisted 

method, using both conventional and perfusion MRI. 

The process includes: defining regions of interest 

(ROI), feature extraction and classification. Features 

of interest include tumor shape, intensity, and 

rotation invariant textures. Feature subsets are 

selected using Support Vector Machines (SVM), and 

the job of automating tumor detection is given to 

Convolutional Neural Networks (CNN). G. Dheepak, 

Anita Christaline J  et al. [17] presented the integrated 

use of GLCM (Gray Level Co-occurrence Matrix) 

and LBP (Local Binary Pattern) features to classify 

brain tumors. To improve the discriminative power of 

the features obtained, interaction features are 

employed. This methodology uses aggregated, 

statistical and nonlinear features. The approach is 

achieved with a fantastic accuracy of 99.84% using 

with a linear SVM. One goal of this method is to 

enhance the precision of processing medical images, 

and possibly contribute to more precise diagnoses 

and treatment decisions for brain tumors. The 

variability of the lesions makes automated brain 

tumor detection hard. The primary tools for detection 

are non-invasive MRI techniques. The research study 

by Javeria Amin,Muhammad Sharif et al. [18] 

presented an unsupervised tumor segmentation 

process based on a fused feature vector which fuses 

different feature types. To differentiate between 

different tumor sub regions, a classifying Random 

Forest is used. Fivefold cross validation and 0.5 

holdout methods are applied in order to prevent 

overfitting. Promising efficiency in tumor detection 

is demonstrated by the proposed method. [11-15] 

3. Methodology 

Brain tumor classification and prediction with 

advanced learning algorithms is a process which 

involves multiple systematic steps [19].  

3.1 Data Acquisition 

The foundational stage of data acquisition is where 

data acquisition collects relevant imaging data. From 

various modalities, including MRI, CT scans, and 

PET scans, medical images are obtained. Images are 

sourced from well-maintained databases or clinical 

settings, so that they represent diverse set of tumors 

from various stages. 

3.2 Data Preprocessing:  

Data Preprocessing comes in after data acquisition, 

and prepares the images for analysis. This step 

includes improvement of image quality by some of 

the image enhancement techniques regardless of 

histogram equalization, Gaussian or median filtering 

and contrast adjustment etc. The goal of 

normalization is to get rid of pixel value variability in 

order to standardize pixel values across the images. 

The segmentation methods then isolate tumor regions 

from healthy tissue, doing so with thresholding, 

region growing, or deep learning-based algorithms 

that include U-Net. [16-20] 

3.3 Data Augmentation:  

What we ultimately want to do is improve 

generalization by increasing diversity in the training 

data. To achieve this, we transform the image using 

things such as rotation, flipping, zooming, and 

brightness adjusting to make the image generation 

space broader so the model can learn from more 

image scenarios. 

3.4 Feature Extraction:  

In this step, we will pick the features of the 

preprocessed images. For manual feature extraction, 

it tries to identify and key attributes of the tumor, 

including its shape, size, texture (by using Gray Level 

Co-occurrence Matrix, GLCM) and intensity [20]. 

Alternatively, like CNN’s whose hierarchical 

features are automatically extracted from the images 
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without any manual intervention, the deep leaning 

models such as Convolutional Neural Networks 

(CNNs) automated feature extraction can also be 

used [21-25] 

3.5 Data Splitting  

Once the features are extracted, Data Splitting will 

make sure that the dataset is split into training, 

validation, testing data. The dataset is typically split 

into three parts: The model uses about 70% of the 

data, the training set, for training; 15%, the validation 

set, to fine tune hyper parameters and prevent over 

fitting; and the rest, 15%, the test set is used for 

evaluating the model’s performance on unseen data. 

3.6 Model Selection  

Different machine learning or deep learning 

algorithm are chosen as the nature of the problem and 

the data [22][23]. We could take traditional machine 

learning models such as Support Vector Machines 

(SVM), Random Forests, k-Nearest Neighbors (k-

NN), or any other. Instead, more complex 

classification tasks could use deep learning models, 

such as CNNs or transfer learning, VGG16, ResNet 

or Inception for example. 

3.7 Model Training  

Then, this step trains the chosen models with training 

dataset. In deep learning models, model parameters 

in this case are changed with the help of optimization 

techniques like backpropagation. Specifically, 

hyperparameters, such as the learning rate and batch 

size, are fine-tuned so as to minimize the number of 

overfitting, and achieve optimized model 

performance through use of the validation set. 

3.8 Model Evaluation 

Finally, performed Model Evaluation to check the 

effectiveness of trained Model in the test dataset. We 

evaluate the model in terms of accuracy, sensitivity 

(recall), specificity, precision, F1 score and the 

Receiver operating curve with the Area under the 

curve (AUC) [24][25]. These metrics help us 

understand how well the model will classify and 

predict brain tumors. By carefully successive these 

steps, researchers and also companies will be able to 

utilize machine discovering and deep learning 

algorithms to very carefully increase the accuracy of 

the detector and classification of brain tumors to 

enhance the results on diagnostic and all around 

patients care. 

The following content provides brief descriptions of 

some of the popular advanced methods utilizing 

machine learning and deep learning techniques for 

tumor detection in brain MRI images:  

 Convolutional Neural Networks (CNNs): 

Because CNNs automatically learn spatial 

hierarchies from MRI images, they are widely 

used in brain tumor detection [26]. CNNs are 

good at extracting features on multiple 

convolutional layers using which we can 

identify the tumors by looking for the patterns 

and abnormalities present in the images. In 

particular, these networks are very efficient in 

tumor detection across stages and sizes, with 

good segmentation performance. 

 Support Vector Machines (SVMs): Typically 

SVMs are traditional machine learning 

algorithms for classification tasks [22]. SVMs 

have been used in tumor detection using MRI 

for defining the optimal hyperplane that can 

distinguish tumor and non-tumor classes. 

Feature extraction techniques combined with 

SVMs have been proven to be very effective 

for the discrimination of the normal tissues 

from tumor regions in MRI scans. 

 Random Forest (RF): Random Forest is a 

strong ensemble learning method in which 

they build lots of decision trees, train them 

and combine them to obtain more accurate 

and robust classification [27]. RF can 

flawlessly handle the high dimensions with 

the complex image features to differentiate 

between different kinds of brain tissues and 

tumor. [26-30] 

 U-Net Architecture: Brain tumor 

segmentation is one of the popular 

applications of deep learning architecture like 

U-Net [28]. The network adopts an encoder 

decoder structure with skip connections from 

which encoder part facilitates both encoding 

the features at high level and feature at low 

level and Decoder part uses these features. 

With regard to segmenting tumor region with 

irregular shapes and sizes, U-Net is very 

successful in delicately extracting tumor 

boundary. 
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 Fully Convolutional Networks (FCNs): 

Taking this further, FCNs are bulkheads of 

CNNs for semantic segmentation task, like 

tumor detection in brain MRI images [29]. 

FCNs have convolutional layers throughout 

the network, rather than dense layers and are 

able to pixel wise classify tumor regions. This 

allows FCNs to generate high resolution 

segmentation maps, which for tumor 

localization are critical determinants of 

accuracy. 

 Deep Belief Networks (DBNs): A DBN is a 

composition of multiple layers of restricted 

Boltzmann machines (RBMs), generative 

models [30]. Unsupervised Feature Learning 

is widely used and MRI images can be 

effectively detected by tumor using it to learn 

such high level features. DBNs offer the 

advantage of modeling the complex patterns 

that arise from our data and can perform 

classification as well as segmentation for 

brain tumor detection. 

 Recurrent Neural Networks (RNNs) and 

Long Short-Term Memory (LSTM): RNNs, 

and LSTMs primarily used for sequence data 

have also been successfully applied to brain 

MRI images to detect temporal changes in 

tumor growth or progression [31]. Such 

models successfully capture dependencies 

between sequential slices of MRI scans and 

thus yield important information about tumor 

evolution over time. Figure 1 shows Sequence 

of Steps Involved in Identification of Tumor 

In Brain MRI Images. 

 Hybrid Models: Multiple machine learning or 

deep learning techniques used together in 

hybrid approaches are used to enhance 

accuracy of tumor detection [32]. For 

example, combining CNNs with SVMs or 

ensembling CNNs with neural networks 

increased the ability to extract features and 

classify the tumor in the MRI images better 

making it more reliable. 

More and more, these advanced techniques are being 

utilized in clinical diagnosis to accurately and 

automatically identify brain tumors. [31-37] 

  

 
Figure 1 Sequence of Steps Involved in Identification of Tumor    

In Brain MRI Images. 

 

4. Research Gaps 

It is crucial to identify research gaps in the domain of 

brain tumor detection using advance learning 

algorithms in order to guide future research and 

methodology. Here are several key research gaps in  

This area: 

 

4.1 Limited Annotated Datasets  

For the training and validation of machine learning 

models in brain tumor detection, there is scarcity of 

large, high quality annotated dataset. Many existing 

datasets are small, or imbalanced or do not have 

comprehensive annotations covering a range of tumor 
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types and demographic patients. 

4.2  Generalization Across Populations 

However, because many models are trained on 

specific populations or imaging protocols, they 

generalize poorly to different demographic patient 

populations, tumor types, or imaging conditions. 

4.3 Multi Modal Data Integration 

The majority of current approaches rely on a 

particular imaging modality (e.g. MRI, CT scans). 

However, brain tumors are characterized by multiple 

imaging types, and their detection may be improved 

with a multi-modal approach applying clinical data, 

genomic information, and radiomic features. 

4.4 Then there are Explain Ability and 

Interpretability. 

Black box nature of advanced learning algorithms, 

particularly deep learning models, often means that 

clinicians cannot understand the rationale for the 

predictions created. This lack of transparency makes 

the clinical adoption and trust more difficult. 

4.5 Real World Clinical Integration 

Most existing studies evaluate model performance in 

well controlled environments, but have not 

researched how such models can be used effectively 

in real world clinical workflow. Many overlook some 

important issues, such as usability, clinician training 

and workflow disruption. 

4.6 Rare Tumor Types Performance 

The bulk of research has been focused on the 

common types of brain tumors; rare tumors may not 

be adequately detected or classified and would be of 

interest to research. This is required to further 

progress brain tumor detection using advanced 

learning algorithms. Researching these areas will not 

only improve the effectiveness, reliability and 

clinical applicability of these technologies but better 

patient outcomes and more efficient delivery of care 

and result in a better easy. 

5. Performance Analysis 

Several key performance indicators are used when 

evaluating various machine learning (ML) and deep 

learning (DL) models for tumor identification (for 

instance, for categorization of MRI images). Other 

important specifications and these metrics each 

assess a different aspect of performance for the 

model, such as accuracy, precision and recall 

[25][26]. An overview of the commonly used 

performance evaluation metrics can be found below.  

 

Accuracy 

Accuracy =
TP + TN

Total instances
 

 

Sensitivity (Recall) 

Sensitivity =
TP

FN + TP
 

 

Specificity 

Specificity =
TN

FP + TN
 

 

Precision 

Precision =
TP

TP + FP
 

 

F1 Score 

F1Score =
2 × Precision × Sensitivity

Precision + Sensitivity
 

 

Mean Squared Error (MSE) 

MSE =
1

N
∑ (Predicted − Actual)2

N

i=1
 

 

Mean Absolute Error (MAE) 

MAE =
1

N
∑ |Predicted − Actual|N

i=1   

   

Dice Coefficient (Dice Similarity Index) 

Dice Cofficient =
2 × |A ∩ B|

|A| + |B|
 

 

Jaccard Index (Intersection over Union) 

Jaccard Index =
|A ∩ B|

|A ∪ B|
 

 

5.1 Dataset Sources 

Studies on identification, segmentation, and 

classification of tumor in brain MRI images can use 

several publicly available large scale image 

databases. These are particularly distinguishable in 

the BraTS Challenge datasets (2012–2023) [33] 

which include multi-modal MRI scans, as well as 

tumor segmentations from glioma patients. The 

MICCAI Brain Tumor Image Segmentation 
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Benchmark (BRATS), similar to these challenges, 

provide extensive annotated datasets for high grade 

and low grade gliomas[34]. MRI images of patients 

with many different brain disorders, including 

tumors, are also available from the Harvard Whole 

Brain Atlas [35]. Furthermore, glioma data are 

covered by the Clinical Proteomic Tumor Analysis 

Consortium (CPTAC) part of the National Cancer 

Institute [36]. Vast quantities MRI images paired 

with detailed clinical data of various kinds of brain 

tumors are available in other comprehensive sources, 

such as The Cancer Imaging Archive (TCIA) or the 

REMBRANDT dataset [37]. Together, these datasets 

help enable state of the art benchmarks and references 

for brain tumor imaging algorithms. Table 1 shows 

Analysis of the Performance of Advanced 

Algorithms for Tumor Classification in Brain MRI.

 

Table 1 Analysis of the Performance of Advanced Algorithms for 

Tumor Classification in Brain MRI 

Ref. No. Methodology Accuracy (%) 

[6] 
Fully Automatic Heterogeneous Segmentation using Support 

Vector Machine (FAHS-SVM 
98.51 

[7] 
custom Mask Region-based Convolution neural network (Mask 

RCNN) with a densenet-41 backbone architecture 
98.34 

[8] 
SVM with RBF kernel , k-NN classifier 

DenseNet and MnasNet 

93.7, 90.9 

91.5 

[9] 
Hierarchical Deep Learning Based Brain Tumor Classifier is 

proposed using CNN 
92.13 

[10] KSVM-SSD 99.2, 99.36 and 99.15 

[11] 
GLCM, ANFIS and Support Vector Machine (SVM).Fuzzy C-

Means 
99.24 

[12] Naïve Bayes, Support vector machine and K-nearest neighbor 95.79 

[13] 

Artificial Neural Network (ANN) and Feed Forward Neural 

Network (FFNN) algorithms based on the hybrid features 

between local binary pattern (LBP), 

pre-trained GoogLeNet and ResNet-50 model 

convolutional neural network and support vector machine 

GoogLeNet and ResNet-50 with the LBP, GLCM and DWT 

algorithms 

 

97.4,97.6 

 

 

94.3,95.2 

 

94.8,95.5 

 

99.6, 99.8, 99.9 ,99.7 

[14] GLCM, LBP 98.0 

[15] GLCM and PCA feature extraction methods and SVM and CNN 95.33, 99.67 

[16] Multi class SVM with GLCM 99.84%. 

[17] GLCM and LBP composite features 99.84%. 

[18] Non-invasive MRI techniques 98.8 
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Conclusion 

Finally, implementing advanced learning algorithms 

in brain tumor detection problem presents a 

breakthrough in medical imaging and diagnosis 

research. Opportunities for improvements of 

diagnostic accuracy, reductions in time to analysis, 

and better patient outcomes exist by integration of 

machine learning and deep learning techniques. 

These review have resulted in various methodologies 

and technique used in the detection of brain tumors 

by preprocessing technique, feature extraction and 

model selection and evaluation. However, there are 

still some important challenges to overcome, such as 

a lack of large annotated dataset, generalization 

across different patient populations, and 

incorporation of multi-modal data. In addition, 

explainable AI is yet to play an essential role, as 

clinicians need to trust and understand the rationale 

behind the automated predictions to then be likely to 

adopt them in practice.  It also pointed to significant 

research gaps, including a lack of studies on rare 

types of tumor as well as demands for longitudinal 

data analysis and a necessary synthesis of ethical 

considerations with AI implementation. The gaps in 

that research can be addressed to further refine and 

improve the efficacy of more advanced learning 

algorithms in brain tumor detection. In the end, as 

these technologies develop further, they present the 

possibility to assist clinicians in more informed errors 

in diagnosis but also have the potential to transform 

the way in which medical imaging and patient care 

occurs. Innovation and ensuring the successful 

inclusion of these advanced algorithms into routine 

clinical practice is dependent on continuous 

collaboration between researchers, clinicians and 

data scientists. If the medical community and indeed 

all of us at least engage in these, we are going to see 

those brain tumors being detected and being better 

managed to give better outcomes to people in the 

world. 
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