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Abstract 

Convolutional neural network (CNN)-based deep learning (DL) is a promising solution in several 

applications, such as image classification and computer vision. Further, transfer learning-based CNN (TL-

CNN) supports objective-specific applications, which can be achieved by integrating a pre-trained model such 

as Visual Geometry Group19 (VGG19) with a customized network. In the present work, convolution layers, 

ReLU functions, and pooling layers in the customized network are strategically chosen to classify six-class 

lung diseases: pneumonia, cardiomegaly, lung opacity, tuberculosis (TB), COVID-19, and normal. Also, the 

hyper parameters are optimized to refine the extended-VGG19 architecture (VGG19+customized network) in 

TL-CNN. The TL-CNN was built using Kaggle dataset of 3802 chest X-ray (CXR) images. Testing was 

conducted to evaluate the created TL-CNN, and the findings confirm that the proposed work outperformed 

existing models with 93.85% accuracy, 94.04% precision, 93.85% recall, 93.82% F1 score, and 99.56% area 

under the curve (AUC). Moreover, the confusion matrix of the TL-CNN is also discussed to access the 

distinguishability of the proposed multiclass classification.  

Keywords: DL, CNN, Transfer learning, accuracy, AUC, confusion matrix 

 

1. Introduction  

Nowadays, the integration of medicine and artificial 

intelligence (AI) has experienced significant 

enhancement in medical imaging analysis. The field 

of AI could mimic human intelligence. The ML 

subset of AI shifted focus from rule-based systems to 

algorithms that could learn from data. The ML 

algorithms depend on manual feature extraction, 

requiring human intervention. DL, a subset of ML, 

fetched the capabilities of AI, using neural networks 

with multiple layers, enabling the system to 

automatically extract features [1-3]. This is beneficial 

in medical imaging analysis, where manually 

extracting features from a large dataset can be 

challenging. CXR images are mostly preferred 

modalities for lung diseases due to their detailed 

imaging analysis. After the COVID-19 pandemic, 

respiratory systems are being attacked by a variety of 

lung diseases that can trigger similar symptoms. 

Many authors presented DL algorithms for 

classifying lung diseases [2-5], [8], [10-24]. 

1.1 Convolutional Neural Networks  

CNN is one of the prevalent architectures in DL, 

consisting of convolutional layers, activation layers, 

pooling layers, and fully connected layers [6-9].  

Convolutional layers are responsible for feature 

extraction. Grouped convolution can also be 

employed, leading to efficient utilization of the 

Graphics Processing Unit (GPU) system.  Activation 

functions introduce non-linearity to model complex 

patterns in the images. The widely used activation 

layers in CNNs are Rectified Linear Unit (ReLU) and 

Sigmoid.  Pooling layers downsample the dimensions 

of feature maps, reducing the computational load, and 

introducing spatial invariance. The commonly used 

pooling methods are max pooling, sum pooling, and 

average pooling.  Then after, features learned by the 

network are flattened and passed into fully connected 

layers. The final fully connected layer uses an 

activation function like softmax, converting output 

into probabilities, representing the likelihood of each 

class.  In CNN, learning rate (lr), number of epochs 

https://irjaeh.com/
mailto:sairammvs3@gmail.com1
mailto:402.raju@gmail.com2


 

International Research Journal on Advanced Engineering Hub (IRJAEH) 

e ISSN: 2584-2137 

Vol. 03 Issue: 01 January 2025 

Page No: 52-60 

https://irjaeh.com 

https://doi.org/10.47392/IRJAEH.2025.0007 

 

    

International Research Journal on Advanced Engineering Hub (IRJAEH) 
                         

53 

 

(en), and batch size (bs) are critical hyper parameters 

[2, 4]. These parameters are to be carefully optimized 

to maximize the performance.  The models like 

VGG16 and VGG19, which are pre-trained on huge 

datasets such as ImageNet, are decisive for research 

without the need to design from scratch, saving time 

and computational resources. Also, frameworks like 

TensorFlow and PyTorch can access these models 

simply. These pre-trained models have been used by 

developers to solve real world problems. Various pre-

trained models are listed in Table 1.   

 

Table 1 Pre-Trained CNN Models  

Model Year Applications 

LeNet 1998 
Handwritten digit 

recognition 

AlexNet 2012 
Image classification, 

computer vision 

VGG16 2014 Image classification 

VGG19 2014 Deeper version of VGG16 

GoogLeNet 

(Inception) 
2014 

Image classification, 

object detection 

ResNet 2015 
Image classification, 

object detection 

DenseNet 2016 Image classification 

Xception 2016 
Image classification, 

object detection 

MobileNet 2017 

Image recognition for 

mobile and embedded 

devices 

BERT 2018 
Natural language 

processing 

EfficientNet 2019 
Image classification, 

object detection 

Vision 

Transformer 
2020 

Image classification, 

transfer learning 

Swin 

Transformer 
2021 

Image classification, 

object detection 

ConvNeXt 2022 
Image classification, 

object detection 

 

In the present work, VGG19 was used as the core 

CNN which was developed by researchers at the 

University of Oxford.  

1.2 Transform Learning 

Transfer learning is used in deep learning to 

customize an already available pre-trained model to a 

specific task. As depicted in Figure 1, the extended-

pre-trained model consists of a pre-trained model, 

integrated with an additional customized network.  

 
Figure 1 Extended-Pre-Trained Model 

 

The pre-trained model, having been trained on a 

general dataset, learned useful features like edges and 

textures of the images. The layers in the customized 

network are trained on an objective-specific dataset 

to support distinct applications [1]. The remaining 

part of the work is organized as follows: Section 2 

outlines the literature review related to the work. The 

proposed transfer learning-based CNN is described in 

Section 3. Section 4 incorporates the experimental 

framework. Section 5 discusses the results, and 

comparative analysis is provided in Section 6. 

Finally, the conclusion and future scope are 

presented. 

2. Literature Review 

The focus of this section is to explore CNN-based DL 

models presented by many authors for the 

classification of lung diseases I. Sirazitdinov et al.[8] 

proposed RetinaNet and Mask R-CNN models to 

classify lung opacity, lung cancer, and normal cases 

from CXR images, attaining an accuracy of 83% with 

a precision of 75% and recall of 79%. Lower 

performance metrics indicate scope for further 

improvement. Integrating AlexNet, GoogleNet, and 

ResNet by R. Hooda et al. [12] for binary 

classification of TB and non-TB cases from CXR 

images achieved an accuracy of 88.24%, precision 

and recall of 88% and 88.42%, respectively. In 2020, 

J. Zhang et al.[19], recommended a CNN binary 

classifier for COVID-19 and normal with CXR 

images. The model achieved an accuracy of 72.77%, 

precision of 73.83%, and sensitivity of 71.7%. Even 

so, there's a possibility of overfitting, i.e., the model 

is ineffective on unseen data N. Tsiknakis et al. [20] 

presented an Inception-v3 to classify pneumonia, 
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COVID-19, and normal cases. The model achieved 

an accuracy of 76%, precision of 87%, and sensitivity 

of 93%. However, the complexity of Inception-v3 

needs more computational resources. The absence of 

an F1 score also limits a complete assessment of the 

model. ResNet32 with transfer learning presented by 

Y. Pathak et al. [16] in 2020 for classifying COVID-

19 cases from computed tomography (CT) images 

attained an accuracy of 93%, with precision of 95% 

and recall of 91%.  This work can be extended by 

using the recent dataset.  Bai HX et al. [5] used 

reverse transcription polymerase chain reaction 

(RTPCR) data along with CXR images to 

differentiate pneumonia and COVID-19, achieving 

an accuracy of 83% with high precision (94%), and 

recall (93%). Lower accuracy and dependency on 

RTPCR data constrain reliability. Varalakshmi 

Perumal et al. [2] combined VGG16, ResNet50, and 

InceptionV3 to classify CXR and CT images, 

achieving an accuracy of 93%, precision and recall of 

91% and 90%, respectively. The multi-model 

approach is complex to implement. Debabrata 

Dansana et al. [18] used VGG-16, InceptionV2, and 

decision tree models to classify COVID-19 from 

CXR images and CT images, achieving an accuracy 

of 91% with precision of 94% and recall of 97%. 

There is a scope for enhancing accuracy further. 

A binary classifier was developed in 2020 by Oh Y et 

al. [21], using CNN for COVID-19 and normal from 

CXR images, achieving an accuracy of 88.9%, 

precision and recall of 83.4% and 85.9%, 

respectively. Shayan Hassantabar et al. [22] used 

both CXR and CT images with CNN to classify 

COVID-19 and normal, achieving an accuracy of 

93.2%, precision (78%), and recall (86%). Lower 

precision leads to a higher rate of false positive. An 

accuracy of 81.4%, precision and recall of 79.8% and 

87.5%, respectively, was achieved from the binary 

model for COVID-19 developed by C. Li, D. et al. 

[15] in 2020 via. D-Resnet-10 from CT images.  

X.W. Gao, C. et al. [11] recommended Depth-ResNet 

to classify TB and non-TB cases from CT images, 

achieving an accuracy of 85.29% with precision of 

84%, and recall of 84.16%. C. Sitaula et al. [17] 

proposed VGG16 to classify COVID-19, bacterial 

pneumonia, viral pneumonia, and normal from CXR 

images, achieving an accuracy of 79% with precision 

and recall of 92% and 95%, respectively. Lower 

performance suggests the need for further 

improvement. Y. Song et al. [4] developed the DRE-

Net model to classify pneumonia, COVID-19, and 

normal cases from CT images, achieving an accuracy 

of 86% with precision of 96% and recall of 93%. 

Lower accuracy leads to misclassification. In 2023, 

Minalu Chalie et al. [14] integrated VGG16, VGG19, 

ResNet50V2, and DenseNet201 models to classify 

TB, pneumonia, pleural effusion, normal from CXR 

images, achieving an accuracy of 92%, precision and 

recall of 91% and 89%, respectively. There is scope 

for enhancing the performance.   The comprehensive 

survey provides valuable insights in medical image 

analysis to carry out the present work.     

3. Proposed Transfer Learning-Based Cnn 

Model  

The proposed TL-CNN for six-class lung diseases 

classification is shown in Figure 2.  

 

 
Figure 2 Proposed Transfer Learning-Based 

CNN 

  

The images are resized to a uniform dimension of 

224x224x3 pixels with color channels (red, green, 

blue) and normalized pixel values in the range [0, 1] 

during the pre-processing stage. Then, pre-

processing, the dataset is separated into three sets: 

training, validation, and testing. The model is trained 

using the Adam optimizer [25]. The extended-

VGG19 architecture that extracted features using the 
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transfer learning technique is depicted in Figure 3.  

 

 
Figure 3 Extended-VGG19 Architecture  

 

The transfer learning is performed by integrating 

VGG19 with a customized network, wherein layers 

were strategically customized to accomplish the 

objective of the present work. Initially, a layer with 

grouped convolution (512 filters) was divided into 

four groups with a 3x3 kernel. The architecture then 

follows a cascade of convolutional layers with 

decreasing filter sizes (512, 256, 128, and 64), each 

using 3x3 kernels and ReLU activation functions. 

Max pooling layers are interspersed with varying 

pool sizes (3x3 and 2x2), letting the network 

progressively reduce spatial dimensions and capture 

hierarchical features. The final layers consist of 

flattening and passing the extracted feature into fully 

connected layers. The fully connected layers classify 

the images according to the learned features. The 

customized feature extraction architecture was 

employed in the CNN to classify multiple lung 

diseases, and the performance is discussed in the 

subsequent section. The steps involved in the present 

work are summarized below.  Table 2 shows Dataset. 

Table 2 Dataset 

I : Input   Dataset: 3802 images 

of Pneumonia, 

Cardiomegaly,  

Lung opacity, TB, 

COVID-19, Normal 

II : Preprocessing   Resize Images to 

224x224x3  

Normalize images 

pixel values in the 

interval [0,1] 

III : Divide  dataset  Training (70%), 

Validation (15%) 

Testing (15%) 

IV : Training & 

Validation  

  Extended-VGG19 

V : Testing   Classification: 

Class: 0/1/2/3/4/5 

 

4. Experimental Framework  

The proposed model was created using an open-

source programming language, Python 3. It includes 

several libraries like Keras for model construction, 

TensorFlow for backend operations, NumPy and 

Pandas for data pre-processing, and Scikit-learn for 

deriving the evaluation matrices. The model 

presented in the preceding section was executed on a 

licensed service, the Google Colab Pro platform, 

which provides advanced computational capabilities. 

Specifically, the Colab Pro environment includes 2 

TB of storage, 25 GB of RAM, and access to an 

NVIDIA P100 GPU [25]. The dataset of 3802 images 

with six classes (0 through 5) was collected from the 

publicly available platform Kaggle [26]. The dataset 

was divided as shown in Figure 4.  

 

 
Figure 4 Dataset: Training, Validation and 

Testing 
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5. Results and Discussion 

The training was conducted in the fully connected 

layers with hyperparameters: lr, en, and bs found to be   

10-5, 20, and 32, respectively. Figure 5 Training And 

Validation Performance of Accuracy, and 

performance is summarized in Tables (a):(b), 

respectively. Figure 6 Training and Validation 

Performance Loss. 

 
Figure 5 Training And Validation Performance 

of Accuracy  

 

 
Figure 6 Training and Validation Performance 

Loss 

 

From Figures and Tables, it can be noted that both 

training and validation accuracy increase 

significantly in the early epochs. Around the 20th 

epoch, the training accuracy stabilizes between 0.95 

and 0.98, while the validation accuracy fluctuates but 

remains 0.90 to 0.93. From Figure 5(b) and Table 

2(b), it is seen that both training and validation loss 

decrease abruptly during the first 10 epochs, 

confirming the model is quickly minimizing errors. 

However, fluctuations during epochs 10 to 20 in 

validation loss indicates that the model is temporarily 

overfitting to the training data. Both training and 

validation loss stabilize after 20 epochs and display a 

balanced state. AUC for the present work is depicted 

in Figure 6. The AUC values for classes ‘0’, ‘1’, ‘2’, 

and ‘3’ are 1, indicating that the model distinguishes 

these classes perfectly. Classes ‘4’ and ‘5’, the values 

are 0.99, denote a small error in classification. Table 

3 shows Accuracy of Training and Validation Table 

4 shows Loss of Training and Validation. 

 

Table 3 Accuracy of Training and Validation    

ne 
Accuracy 

Training Validation 

1 0.35 0.3 

5 0.78 0.74 

10 0.85 0.83 

15 0.9 0.86 

20 0.94 0.89 

25 0.96 0.91 

30 0.96 0.91 

35 0.97 0.92 

40 0.98 0.93 

45 0.98 0.93 

50 0.98 0.93 

 

Table 4 Loss of Training and Validation 

ne 
Loss 

Training Validation 

1 1.5 1.4 

5 0.5 0.6 

10 0.26 0.42 

15 0.2 0.32 

20 0.15 0.27 

25 0.12 0.22 

30 0.11 0.2 

35 0.1 0.17 

40 0.09 0.16 

45 0.09 0.15 

50 0.09 0.15 
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Figure 6 Area under the Curve 

 

The model achieved an AUC of 99.56%, i.e., it 

correctly classifies the CXR images in 99.56% of 

cases. This remarkable performance confirms the 

discriminatory ability of the present work. The 

created model was evaluated on test data, and the 

performance is summarized in Table 3. Additionally, 

a confusion matrix for the test data of the present 

work is provided to access the distinguishability of 

the TL-CNN in Figure 7. Table 3 shows Performance 

of the TL-CNN Model 

 

Table 3 Performance of the TL-CNN Model  

Accuracy Precision Recall  F1 

score  

AUC 

93.85% 94.04% 93.85% 93.82% 99.56% 

 

 
Figure 7 Confusion Matrix for the Proposed 

Model 

 

The rows and columns represent the actual and 

prediction classes. The diagonal cells represent 

perfect classifications, while off-diagonal cells 

represent misclassifications. Out of 602 images in test 

data, the confusion matrix confirms that class ‘0’ has 

91 correctly classified images, with 1 image being 

misclassified as class ‘2’ and 8 images being 

misclassified as class ‘3’. Similarly, class ‘1’ has 

perfect classification with all 100 images. The 

performance metrics can also be derived from 

Equations (1-4) [27].  

 
The proposed TL-CNN model’s Python code was 

published on the publicly available websites Kaggle 

[29] and GitHub [30]. 

6. Comparative Analyses  

The performance of the TL-CNN is compared with 

models developed by many authors in Table 4, and 

the performance can be clearly visualized in Figures 

8(a) :(e). Table 4 shows Comparative Analysis. 

 

Table 4 Comparative Analysis 

Ref. N A P R F 

[4] 3 86% 96% 93% - 

[8] 2 83% 75% 79% 83% 

[11] 2 85.29% 54% 81.16% - 

[12] 2 88.24% 88% 88.42% 88% 

[14] 4 92% 91% 89% - 

[15] 2 81.4% 79.8% 87.5% - 

[16] 2 93% 95% 91% - 

[17] 5 79% 92% 95% - 

[18] 2 91% 94% 97% - 

[19] 2 72.77% 73.83% 71.7% - 

[20] 3 76% 87% 93% - 

[21] 2 88.9% 83.4% 85.9% 96.4% 

Pro 6 93.85% 94.04% 93.85% 93.82% 
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Figure 8 Accuracy 

 

 
Figure 9 Precision 

 

 
Figure 10 Recall 

 
Figure 11 F1 Score 

 

 
Figure 12 Diseases classifying capability 

 

The proposed model exhibits outstanding 

performance when compared to other references. It 

handles six disease classes, which is more than any 

other reference. The model has an accuracy of 

93.85%, outperforming other references. Also, 

precision of 94.04%, recall of 93.85%, and F1 score 

of 93.82% showcase its balanced performance, 

classifying six disease classes. Figure 8 shows 

Accuracy, Figure 9 shows Precision, Figure 10 shows 

Recall, Figure 11 shows F1 Score, Figure 12 shows 

Diseases classifying capability. 

Conclusion and Future Scope 

The transfer learning-based CNN model was 

developed for the six-class lung disease classification 

(pneumonia, cardiomegaly, lung opacity, TB, 

COVID-19, and normal) using CXR images. The 

transfer learning was performed with extended-

https://irjaeh.com/
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VGG19 architecture. The model was refined using 

hyperparameters such as lr, en, and bs with 10-5, 50, 

and 32 respectively. The results confirm that the TL-

CNN exhibits superior performance when compared 

to existing models. The accuracy, precision, 

sensitivity, F1 score, and AUC of the TL-CNN were 

found to be 93.85%, 94.04%, 93.85%, 93.82% and 

99.56%, respectively. Additionally, the 

distinguishability of the proposed six-class lung 

disease classification model is confirmed using TL-

CNN confusion matrix. The Python code of the 

developed model was published on the publicly 

available websites Kaggle [28] and GitHub 

[29].Future research could explore the combination 

of modalities such as CXR, CT images, and sound 

files to further enhance the performance. 

Collaboration with healthcare providers for clinical 

validation can be conducted to deploy the model as a 

practical tool.  
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