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Abstract 

The agricultural sector faces significant losses due to plant diseases, particularly in major crops such as 

potatoes, tomatoes, and bell peppers. This paper presents a machine learning-based approach to classify 

diseases in these crops using leaf images. A Convolutional Neural Network (CNN) model was constructed 

and trained on datasets of healthy leaf images and diseased leaf images from potato, tomato, and bell pepper 

plants. The model successfully classifies diseases such as Bacterial Spot (for bell peppers), Early Blight, Late 

Blight, Mosaic Virus, Leaf Mold (for tomatoes), and with a classification accuracy of 93%, this system 

provides early detection, helping farmers take timely action to reduce disease impact and increase crop yield. 

Keywords:  Convolutional Neural Network; Leaf Mold; Bacterial Spot; Early Blight; Late Blight; Mosaic 
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1. Introduction

Plant diseases significantly impact agricultural 

productivity, particularly in crops such as potatoes, 

tomatoes, and bell peppers. Common diseases, 

including Early Blight, Late Blight, Leaf Mold, and 

Bacterial Spot, pose a threat to yield and quality. 

Traditional detection methods rely on visual 

inspection, which is subjective and prone to error, 

leading to delayed disease control and substantial 

crop losses (Ferentinos, 2018; Zhang, Y et al., 2020). 

Advancements in machine learning have enabled 

more efficient, accurate, and automated disease 

detection systems. Among the most promising 

approaches are Convolutional Neural Networks 

(CNNs), which excel in image classification tasks, as 

well as traditional machine learning algorithms like 

Random Forest and Support Vector Machines 

(SVMs). Previous studies have demonstrated the 

effectiveness of these models individually, but there 

is a need to compare their performances on a unified 

dataset across multiple crops (Sladojevic, S et al., 

2016; Barbedo, 2019). This study focuses on a 

comparative analysis of several machine learning 

algorithms, including CNN, Random Forest, and 

SVM, to determine which provides the best results in 

classifying plant diseases. The goal is to assess each 

algorithm's accuracy, processing time, and overall 

efficiency in detecting diseases from leaf images. 

This comparison will offer insights into the strengths 

and weaknesses of each approach and guide the 

selection of the most suitable model for real-time 

disease detection in agriculture. [1, 2] 

1.1. Background and Challenges 

Manual detection of plant diseases through visual 

inspection is a common practice, yet it remains 

fraught with challenges. Diseases such as Early 

Blight in potatoes or Mosaic Virus in tomatoes share 

visual similarities, making accurate diagnosis 

difficult for farmers. As agriculture becomes 

increasingly data-driven, the integration of machine 

learning models for automatic disease detection has 

the potential to revolutionize crop management. 

However, choosing the right algorithm for this 

purpose depends on balancing accuracy, 

computational efficiency, and scalability. Machine 

learning algorithms such as CNNs are particularly 

suited for image classification tasks, as they can learn 

complex features directly from input data. On the 

other hand, traditional algorithms like Random Forest 

and SVM offer advantages in terms of interpretability 

and robustness, especially when dealing with tabular 

data and smaller datasets (Ferentinos, 2018; Zhang, 

Y et al., 2020). Therefore, a comparison of these 

approaches across multiple crops is necessary to 

determine the optimal method for disease detection. 
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1.2. Objectives and Scope 

The primary goal of this research is to perform a 

comparative analysis of CNN, Random Forest, and 

SVM to determine the most suitable machine 

learning algorithm for disease detection of plants. 

Specifically, the study aims to: 

● Evaluate the accuracy of each algorithm in 

detecting diseases like Early Blight, Late 

Blight, Leaf Mold, Bacterial Spot, Mosaic 

Virus, from leaf images. 

● Analyze the computational efficiency of each 

method to assess their potential for real-time 

applications in agricultural fields. 

● Explore the scalability of the models with 

respect to their ability to generalize across 

different crops and diseases. [3,4] 

This study fills the gap in existing research by 

providing a side-by-side comparison of these 

algorithms on a unified dataset consisting of leaf 

images from potatoes, tomatoes, and bell peppers. 

2. Methods 
SVM: Support Vector Machine (SVM) is a 

supervised learning algorithm that uses optimal 

hyperplane that separates data into different classes. 

For each data point, SVM finds the margin between 

classes and selects the hyperplane that maximizes this 

margin. In non-linear cases, SVM uses kernel 

functions (like the radial basis function or polynomial 

kernel) to project the data into high-dimensional 

spaces where it becomes linearly separable. The 

support vectors are the data points which are the 

closest to the hyperplane and they are critical in 

defining the decision boundary. SVM excels when 

dealing with complex decision boundaries and high-

dimensional spaces, but it’s computational cost can 

be high for large datasets. CNN: Convolutional 

Neural Network (CNN) is a deep learning model 

specially designed to deal with data such as images. 

The core concept of CNN is the use of convolutional 

layers, which will apply filters to the input image to 

identify specific features like textures or edges of 

image. These filters are applied over the image and 

perform a convolution operation, capturing patterns 

that are relevant to the task. CNNs also employ 

pooling layers (such as max pooling) to reduce the  

 

Dimensions of the image, making the model more 

efficient. Fully connected layers at the end of the 

network integrate the features from the previous two 

layers to produce the final classification. CNN's 

hierarchical feature learning capability allows it to 

automatically extract complex patterns without 

needing manual feature engineering. RFC: Random 

Forest Classifier (RFC) is an ensemble learning 

method that works by creating multiple decision trees 

during training. Each tree is trained using a random 

subset of the data and features, which leads to diverse 

decision trees. During prediction, each tree will vote 

on their interpretation of the outcome, and the final 

prediction is made based on the vote which received 

a majority (for classification) or the average 

prediction (for regression). The randomness 

introduced at both the data and feature levels helps 

reduce overfitting, and the aggregation of multiple 

trees improves the model’s generalization ability. 

However, RFC can become slow and consume more 

memory as the number of trees increases, although it 

offers good accuracy and robustness to noise. [5] 

3. Related Work 
The classification of diseases affecting potato, 

tomato, and bell pepper plants has seen considerable 

advancements through various research efforts. In 

potato disease classification, studies such as 

Ferentinos (2018) utilized convolutional neural 

networks (CNNs) to identify Late Blight, achieving 

accuracy rates exceeding 95% with a dataset of over 

10,000 images. Mahlein et al. (2018) employed 

multispectral imaging to detect Black Leg and 

Fusarium Wilt, demonstrating that specific spectral 

bands could identify disease symptoms before visible 

signs appeared. Additionally, Maja et al. (2016) 

explored drone technology equipped with thermal 

and multispectral cameras to monitor potato fields, 

effectively mapping disease spread and supporting 

targeted management strategies. For tomato disease 

classification, Zhang et al. (2019) developed a deep 

learning framework that classified various diseases, 

including Late Blight and Early Blight, achieving 

over 90% accuracy. Sinha et al. (2020) combined 

image processing techniques with machine learning 

to enhance the detection of Bacterial Spot, 
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significantly improving classification accuracy 

compared to traditional methods. Elakkiya et al. 

(2020) investigated real-time monitoring systems 

integrated with machine learning, underscoring the 

potential for timely data-driven interventions in 

tomato disease management. In the context of bell 

pepper, Kalyankar et al. (2021) used CNNs to classify 

Bacterial Spot, reporting an accuracy of around 92%, 

thus highlighting the efficacy of artificial intelligence 

in agricultural diagnostics. Hwang et al. (2020) 

focused on the early detection of Phytophthora Blight 

using deep learning techniques, which allowed for 

quick identification and preventive measures. Lastly, 

Wang et al. (2022) explored multimodal approaches 

that combined spectral data and visual images, 

improving classification accuracy for diseases in bell 

peppers. [6, 7] 

4. Results and Discussion 

4.1 Results 

The results of the plant disease detection system were 

obtained after implementing Convolutional Neural 

Networks (CNN) for image-based classification of 

diseases in potato, tomato, and bell pepper plants. 

The goal was to accurately identify Mosaic Virus and 

Leaf Mold in tomatoes, and Bacterial Spot in bell 

peppers, Early Blight and Late Blight in potatoes. The 

design of the experiment included data collection, 

preprocessing, model training, and evaluation. [8] 

4.1.1 Dataset and Pre-processing 

● Images: The dataset comprised labeled images 

for each plant and its corresponding disease, 

including healthy leaves for comparison. [9] 

● Data Augmentation: Techniques such as 

flipping, contrast adjustment, and noise 

reduction were applied to increase variability in 

the dataset. [10,11] 

4.1.2 Training and Evaluation 

● The CNN model was trained over 10 epochs, 

with the dataset split into 80% train set, 10% 

validation set, and 10% test set. 

● The training process showed a steady increase in 

accuracy across the epochs as the model learned 

features related to plant diseases. 

● Performance metrics, such as accuracy, recall, 

precision and F1 score, were used to evaluate the 

model. [12] 

Table 1 Results in Terms of Accuracy 

Plant Disease(S) Accuracy (%) 

Potato Early Blight, 

Late Blight 

93% 

Tomato Mosaic Virus, 

Leaf Mold 

91% 

Bell 

Pepper 

Bacterial Spot 88% 

 

The CNN model achieved high accuracy in 

classifying plant diseases, particularly for potato 

diseases. The model’s performance for tomato and 

bell pepper diseases was also satisfactory. Table 1 

Shows the Results in Terms of Accuracy. [13] 

4.2 Discussion 

The discussion of the results provides an 

interpretation of the experiment's findings. The CNN-

based plant disease classification model successfully 

learned to distinguish between different diseases 

across potato, tomato, and bell pepper crops. [18] 

5. Key Insights 

● High Performance for Potato Diseases: The 

model performed best in detecting diseases in 

potato leaves, likely due to the distinct visual 

characteristics of Early Blight and Late Blight, 

which are well-captured by the convolutional 

layers. 

● Slight Drop in Accuracy for Bell Peppers: The 

lower accuracy for bell peppers may be 

attributed to the smaller dataset and the 

complexity of Bacterial Spot symptoms. This 

highlights the importance of dataset size and 

diversity in deep learning models. 

● Generalization Ability: The model demonstrated 

strong generalization, achieving high accuracy 

on the test data. The use of data augmentation 

contributed to this by exposing the model to a 

wider variety of image conditions, making it 

more robust to unseen data. [16] 

● Comparison with Other Methods: Compared to 

traditional methods like SVM and Random 

Forest Classifier (RFC), the CNN showed 

superior performance in handling raw image 

data, as it can automatically extract features, 

reducing the need for manual preprocessing. 

However, the model required more 
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computational resources and training time 

compared to SVM and RFC. [14] 

6. Limitations and Future Work 

● Dataset Expansion: Increasing the dataset size, 

particularly for bell peppers, could further 

improve the model’s performance. 

● Incorporation of Additional Diseases: While the 

model currently handles a limited number of 

diseases, adding more disease categories for each 

plant could enhance its utility for farmers. [17] 

● Model Optimization: Further optimization of the 

model, such as hyperparameter tuning, could 

potentially improve accuracy and reduce training 

time. Figure 1 Shows Process of The Dataset 

 

 
Figure 1 Process of the Dataset  

Conclusion 

This study confirmed the ability of Convolutional 

Neural Networks (CNN) to effectively classify plant 

diseases across three crops: potato, tomato, and bell 

pepper. The experiment demonstrated that CNN's 

automatic feature extraction, combined with data 

augmentation techniques, led to high accuracy, 

especially in detecting Early Blight and Late Blight 

in potatoes, Mosaic Virus and Leaf Mold in tomatoes, 

and Bacterial Spot in bell peppers. Despite the slight 

variation in accuracy across the crops, the results 

validated CNN's superiority in handling image-based 

plant disease classification. The problem of 

identifying plant diseases early and accurately was 

addressed through this model, and the findings 

support its potential application in real-world 

agricultural settings to help reduce crop losses and 

improve disease management strategies.However, 

limitations such as the smaller dataset for bell peppers 

and the limited number of diseases included in the 

model highlights the areas for improvement in the 

future. By expanding the dataset and optimizing the 

model, we can further enhance the system's 

performance and generalizability. This study 

contributes to the growing body of research on AI-

based solutions in agriculture, offering promising 

insights for sustainable farming practices. 
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