Purging the Poison: A Machine Learning Approach to Filtering Toxic Comments
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Abstract

The rapid growth of online communication platforms has provided unprecedented opportunities for global dialogue. Yet, it has also introduced challenges such as the proliferation of toxic comments, which can have severe consequences for individuals and communities. This research paper proposes a machine learning-based approach to mitigate the impact of toxic comments by automatically identifying and filtering them from online discussions. Our study begins by curating a comprehensive dataset of labeled comments, encompassing a spectrum of toxicity levels. Leveraging state-of-the-art natural language processing techniques, we extract relevant features from the textual content, including sentiment, context, and linguistic patterns. These features serve as inputs to a machine learning model, trained on a diverse range of toxic and non-toxic comments. In conclusion, this research contributes to the development of intelligent content moderation systems that foster healthier online discourse. By implementing machine learning algorithms, we aim to provide a scalable and effective solution for identifying and filtering toxic comments, ultimately promoting a more inclusive and respectful online environment.
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1. Introduction

Social media serves as a platform bustling with diverse discussions, where anonymity empowers individuals to voice their opinions without restraint freely. In the nascent stages of the internet, email was the primary mode of communication, yet it was inundated with spam, making it challenging to differentiate between genuine and unsolicited emails. As the internet landscape has evolved, particularly with the emergence of social networking platforms such as Facebook and Reddit, the need to classify posts as either positive or negative has become increasingly vital. This is essential to prevent societal harm and shield individuals from participating in detrimental or antisocial conduct. Such toxic comments, whether they are threatening, obscene, insulting, or rooted in identity-based hatred, present a significant risk of online abuse and harassment. Consequently, individuals may refrain from expressing their opinions or seeking alternative viewpoints, leading to unhealthy and biased discussions. This, in turn, makes it challenging for various platforms and communities to foster equitable conversations, often prompting them to either restrict user comments or cease them entirely, ultimately undermining their viability. [1] In summary, this research contributes to the ongoing efforts to create safer digital spaces by leveraging the capabilities of machine learning. By exploring novel approaches to filter toxic comments, we aim to enhance content moderation strategies and promote a more positive and respectful online discourse. This study aims to explore and implement advanced machine learning models to accurately identify and categorize toxic comments, contributing to the creation of safer and more inclusive online environments. [5]

2. Literature Review

A review of the work carried out by the researchers
in the area of depression detection and its analysis is done in detail. Cognizance of that work is presented here. Rahul and H. Khajla et al. [7] Observed that a pivotal strategy for augmenting the accuracy of a trained random forest classifier resides in the meticulous management of class imbalances within the training dataset. Various scholarly works and academic discourses underscore the paramount importance of conscientiously addressing these imbalances to foster a discernible amelioration in the predictive prowess of the model. By intricately tending to the equilibrium of class representation during the training phase, the model not only augments its discriminative capacities but also fortifies its ability to generalize across diverse instances. [3] These findings, elucidated by esteemed researchers, underscore the imperative nature of harmonizing class distribution for the overarching enhancement of the random forest classifier's performance. N. Chetty, S. Alathur et al. [4] In simpler terms, this paper investigates how artificial intelligence (AI) systems can help detect and analyse online hate content, which often contributes to communal violence. [5] By searching for relevant articles using specific keywords, the study gathers information from various sources. The literature review shows that social media platforms can utilize AI systems to identify and understand hate speech online. [6] Furthermore, the paper explores how cognitive processes influence both the perpetrators and victims of such content. It also discusses the challenges in managing online hate speech. Ultimately, the paper suggests that building effective AI systems and fostering healthier cognitive processes among individuals can help reduce hate content online. M. Husnain, A. Khalid et al. [12] This study employs two methods to identify different types of toxicity in comments. The first method trains separate classifiers for each type of toxicity, while the second method treats the problem as a multi-label classification task. [8] Various machine learning algorithms, such as logistic regression, Naïve Bayes, and decision trees, are used for analysis. The dataset is sourced from Kaggle, and 10-fold cross-validation is used to assess the model's robustness. A unique pre-processing technique is applied to transform the multi-label classification problem into a multi-class classification one, resulting in improved accuracy. Experimental findings reveal that logistic regression performs well in both binary and multi-class classification, suggesting the potential effectiveness of the pre-processing approach for neural classification models. Ashish, A. Rani et al. [2] This study aims to overcome these challenges by creating a more reliable toxic comment classification system. It plans to enhance the model's ability to recognize subtle toxic language by incorporating additional context and using techniques like adversarial training and data augmentation to introduce more diversity in the training data. Additionally, the study intends to test the model on various real-world datasets to ensure its effectiveness outside of controlled environments. [9-11] S. Smetanin et al. [15] This study examined the prevalence of toxic comments across various topics in Russian-language comments on the social network Pikabu. Firstly, we manually labeled a training dataset and fine-tuned multiple language models to classify toxic comments. We then made our pre-trained models publicly available to aid future toxic comment research. Secondly, we developed a method for labelling topics based on six key dimensions used by governmental and intergovernmental organizations to measure objective wellbeing. Finally, we analysed Pikabu data and discovered that the highest proportion of toxic comments occurred in discussions about politics, followed by security and socioeconomic topics. Other topics showed similar levels of toxic comments. [13,14] T. A. Belal et al. [20] This paper introduces a deep learning approach to categorize Bengali toxic comments. Initially, a binary classification model is employed to determine whether a comment is toxic or not. Subsequently, a multi-label classifier is used to identify the specific type of toxicity present in the comment. The dataset used in this study consists of 16,073 instances, with 8,488 labeled as toxic. Toxic comments may belong to one or more of six toxic categories: vulgar, hate, religious, threat, troll, and insult. [17-19] The binary classification task achieved 89.42% accuracy using Long Short Term Memory (LSTM) with BERT Embedding, while the multi-label classification task
reached 78.92% accuracy and a weighted F1-score of 0.86 using a combination of Convolutional Neural Network and Bi-directional Long Short Term Memory (CNN-BiLSTM) with attention mechanism. To interpret the models' predictions and understand the importance of words in classification, the Local Interpretable Model-Agnostic Explanations (LIME) framework was utilized. H. R. Sifat et al. [26] The paper's results showed that a language model which was bidirectional trained can have a deeper sense of language context and flow than single-direction language models. In the paper, the researchers introduced a novel technique called Masked Language Model (MLM), enabling bidirectional training in previously unfeasible models. They utilized BERT embedding and incorporated them into a Transformer layer, followed by a Dense layer with 500 neurons. To prevent overfitting, a Dropout of 0.1 was applied. Keeping parameters consistent with previous models, they achieved an accuracy of 93.24%. However, one test case was misclassified, possibly due to training the model for 50 epochs, similar to other models. A. S. Kapse; A. Dubey et al. [28] The main objective of this research study is to detect and classify toxic comments on social media platforms, including those containing hate speech, abusive language, obscenities, threats, and insults. However, a significant challenge arises when dealing with datasets containing comments in multiple languages. In such cases, the initial step in developing deep learning algorithms involves identifying the language of each comment before proceeding with toxicity detection. This language detection step is crucial for accurately analysing and categorizing comments as toxic or non-toxic. K. Machova, T. Tomcik et al. [24] The paper concentrates on identifying different types of toxic comments on social media platforms, with a specific focus on offensive language, hate speech, and cyberbullying. The dissemination of toxic content via social networks poses a significant challenge, potentially disrupting the functioning of democratic societies. The study conducts experiments using various machine learning techniques to determine the most effective approach for building recognition models. Specifically, it compares deep learning methods with ensemble learning to assess their suitability for this task. K. A. Kumar et al. [16] The primary objective of this paper is to determine whether a given comment can be classified as toxic or non-toxic using various machine learning techniques. [25,27] The study employs six different traits to analyse comments, and a dictionary is created using vectorization of known vocabulary (dataset) to train the machine learning model. Since multiple traits are considered, the model undergoes training multiple times against each trait to assess its performance. The research reveals that the Random Forest algorithm demonstrates strong performance across all traits, achieving an accuracy of 85% with a precision of 91%. Unlike previous studies focused on demographic or local languages, this research focuses on developing a classifier specifically for the English language. J. Roy et al. [23] This paper examines the impact of machine translation on automated toxic comment classification using the Google Perspective API. It tests comments from non-English Wikipedia talk pages in five languages, translating them into English. Results show high consistency in classification for French, Italian, and Spanish comments, but lower accuracy for Portuguese and Russian comments. The study underscores the influence of language on translation accuracy. [29,30]

3. Methodology

![Figure 1 Schematic for a Deep Learning Approach to Filtering Toxic Comments](image)

3.1. Step 1 Database

This work uses the 159572 comments samples from the Kaggle database. There are 8 columns and rows are 159572. The number of samples for each toxicity
level class is Toxic: 15294, severe toxic: 1595, obscene: 8449, threat: 478, insult: 7877, and identity hate: 1405. The database typically consists of labeled comments where each comment is labeled as either toxic or non-toxic. This database is used for training and evaluating machine learning models to accurately classify new comments as toxic or non-toxic (refer figure 1).

3.2. Step 2 Preprocessing
We'll start by fetching raw text data from Kaggle. Then, we'll clean it up by removing commas, full stops, and other punctuations. Next, we eliminated common words known as stop words. Then, we applied stemming and lemmatization techniques to reduce words to their root form. Finally, we used count vectorization to convert the cleaned text data into a numerical format. Upon analyzing the cleaned data, we discovered a dataset comprising 159572 samples of comments along with corresponding labels, which can be imported from the train.csv file. In toxic comments classification using machine learning, preprocessing involves several steps to clean and standardize the text data before training the model. This typically includes tokenization, lowercasing, removal of punctuation, stop words, and handling special characters, emoji’s, URLs, and numerical digits.

3.3. Step 3 Feature Extraction
The Word Cloud & TF-IDF is used for feature extraction of Toxic & Non-Toxic comment. It consists of toxic or non-toxic word in one single comment. Word clouds are generated to visualize the most frequently occurring words in comments for different toxicity levels. These word clouds provide a visual representation of the most. Although not explicitly mentioned in the provided code snippet, TF-IDF vectorization is a common feature extraction technique used in text classification tasks. It transforms text data into numerical vectors based on the frequency of words in documents, weighted by their inverse document frequency. common words used in toxic, severe toxic, obscene, and insult comments. Word Clouds for top occurring words: (table 3-6)
3.4. Step 4 Classification / Decision
The classification/decision module serves as the final stage in the process, where the model evaluates the extracted features to determine whether a given comment is toxic or non-toxic. This module utilizes machine learning algorithms such as support vector machines, Logistic Regression, Naive Bayes (Multinomial), Random Forest Classifier. By leveraging the extracted features and the learned patterns from the training data, the classification/decision module makes informed predictions, assigning a label of toxic or non-toxic to each input comment, thereby enabling effective filtering of negative or harmful content. In toxic comments classification, the work of classification or decision-making involves training a machine learning model to analyze text inputs and predict whether they contain toxic language or not. This typically involves preprocessing the text, extracting relevant features, selecting an appropriate model, and then training it on labeled data to make accurate predictions.

4. Algorithm
4.1. Logistic Regression
Logistic regression analyzes the relationship between one or more independent variables and classifies data into discrete classes. Equation of Logistic Regression:

\[ f(x) = \frac{1}{1 + e^{-x}} \]

4.2. Naive Bayes (Multinomial)
Naive Bayes classifiers are probabilistic classifiers based on Bayes' theorem. The Multinomial Naive Bayes variant is suitable for classification with discrete features, such as word counts in text classification tasks. The formula for Bayes' theorem is given in Figure 7.

\[
P(A|B) = \frac{P(B|A) \cdot P(A)}{P(B)}
\]

where,
- PA= the prior probability of occurring A
- PBA= the condition probability of B given that A occurs
- PAB= the condition probability of A given that B occurs
- PB= the probability of occurring B

4.3. Random Forest Classifier
Random Forest is a supervised machine learning algorithm made up of decision trees as shown in Figure 8. Random Forest is used for both classification and regression. For example, classifying whether an comment is “Toxic” or “Nontoxic”. It's known for its high accuracy and robustness.

4.4. Support Vector Machine (SVM)
Support Vector Machine is a powerful supervised learning algorithm used for classification tasks. It's commonly used in text classification tasks due to its ability to handle high-dimensional feature spaces. Ex: SVM algorithm can be used for Face detection, image classification, text categorization, etc. (Fig. 9)
Random Forest Classifier and Support Vector Machine (SVM) are types of algorithms used in machine learning. They're often used to solve problems like classifying text, which means figuring out if a piece of text is toxic or not, for example. The code you provided seems to be preparing the data for this kind of task. It's cleaning up the text, figuring out which words are important, and getting everything ready to teach a computer to recognize toxic comments. However, the actual teaching part—the use of Random Forest or SVM to train a computer to recognize toxic comments—doesn't seem to be in the code you shared. That part would involve taking the cleaned-up text and toxicity labels, teaching the computer what toxic comments look like, and then testing how well it learned. So, in short, the code you shared gets the data ready, but it doesn't actually train a computer to recognize toxic comments using Random Forest or SVM.

5. Result and Discussions

Fig.10 depicts the non-toxic comment & Fig.11; Fig.12 & Fig.13 depicts toxic comment. In the present work deep learning classifier is employed to classify toxic comment & non-toxic comment sentences & words.
6. Performance Analysis

<table>
<thead>
<tr>
<th>Table 1 Performance Parameter Details W.R.T Toxic &amp; Non-Toxic Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SENTENCES</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1. You are pretty</td>
</tr>
<tr>
<td>2. I hate you</td>
</tr>
<tr>
<td>3. You jerk</td>
</tr>
<tr>
<td>4. Such a sweet person.</td>
</tr>
<tr>
<td>5. You're a doofus</td>
</tr>
<tr>
<td>6. Her positive aura fills the room with joy.</td>
</tr>
<tr>
<td>7. Son of a bitch</td>
</tr>
<tr>
<td>8. I love U.</td>
</tr>
<tr>
<td>9. I'll get your ass repunished.</td>
</tr>
<tr>
<td>10. Your friendship means a lot to me.</td>
</tr>
</tbody>
</table>

Conclusion
This work not only advances the frontier of toxic comment detection but also lays the groundwork for future explorations in leveraging deep learning and NLP for enhanced content moderation. As the work move forward, the insights gained from this endeavor serve as a valuable contribution to the broader discourse on harnessing technology for fostering healthier online interactions. The present system attains 99% for toxic & non-toxic comment content. Table 1 shows Performance parameter details w.r.t Toxic & Non-Toxic comments.
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