
 

 

International Research Journal on Advanced Engineering Hub (IRJAEH) 

e ISSN: 2584-2137 

Vol. 02 Issue: 02 February 2024 

Page No: 62 - 65  

https://irjaeh.com 
 

 

    

International Research Journal on Advanced Engineering Hub (IRJAEH) 
                         

62 

 

Underwater Object Prediction Using Sonar Waves 

B. Jasmitha1, M. Bharathi2, S. Nivetha3, S. Mahmood Farshana4, V. Veera Anusuya5* 

1, 2, 3, 4,5Department of Computer Science and Engineering, National Engineering College, Tuticorin, India 

Emails: jas.jasmitha2002@gmail.com1, bharathimarimuthu24@gmail.com2, nivethacse64@gmail.com3, 

farshana0802@gmail.com4, veeraanusuya_cse.nec.edu.in5* 

*Corresponding author id: https://orcid.org/0009-0004-2746-7708* 

 

Abstract   

The detection and differentiation of potentially hazardous objects, such as mines and rocks, in underwater 

environments are crucial for the safe navigation of submarines during warfare scenarios. This study compares 

and contrasts different machine learning algorithms to determine whether an object detected by a submarine's 

sonar system is a mine or a rock.  From the comparative analysis, we have proposed the Logistic Regression 

Model (LRM), which is used to train and test the models. To extract pertinent features like signal intensity, 

frequency content, and time-domain characteristics, sonar signals are essential to the labeled dataset. This 

dataset is made up of sonar signals and corresponding object classifications (mine or rock) based on the 

frequency range. These features served as inputs to the machine learning algorithms and enabled the features 

to learn the underlying patterns and make accurate predictions. In this paper, we have contributed a novel 

approach to underwater object detection using LRM, which is applied to sonar data. In summary, this research 

presents an innovative solution to the challenge of underwater object detection using sonar signals and 

machine learning algorithms. The developed model exhibits promising results, opening up new possibilities 

for advancing our understanding of underwater environments and enhancing underwater exploration and 

security capabilities.  

Keywords: Sonar Signals, Logistic Regression Model (LRM), Underwater Exploration, Warfare Scenarios, 

Mine or Rock  

1. Introduction 

S, identify the objects concealed within. Our 

research is dedicated to unraveling the complexities 

of underwater object prediction, a task that has 

garnered significant attention due to its wide range 

of applications, including maritime safety, military 

operations, fisheries management, and 

archaeological exploration. [1-4] Among the 

multitude of machine learning techniques available, 

we have chosen the logistic regression model as our 

primary tool for this endeavor. As we delve deeper 

into this study, we aim to showcase the remarkable 

potential of the logistic regression model in the 

context of underwater object prediction. By 

combining the power of sonar technology with the 

precision of machine learning, we aspire to 

contribute to the growing body of knowledge that 

enhances our understanding of underwater 

environments and, in doing so, advances the safety, 

efficiency, and [5] sustainability of our interactions 

with the underwater world. 

2. Experimental Methodology 
The machine learning process begins with training 

models on selected features, which may involve 

techniques such as logistic regression.  Next, the dataset 

is divided into training and testing sets for model 

evaluation. Following training, the algorithms are tested, 

and their classification accuracy is compared. The 

methodology is shown in Figure 1. This framework 

consists of multiple modules, and machine learning 

empowers computer systems to learn automatically 

without explicit programming. 
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Figure 1 Methodology 

 

Finally, the trained machine learning model is 

utilized to predict whether an input represents a rock 

or a mine, [7, 8] generating either a binary 

classification outcome or a probability score. The 

author employs three machine learning algorithms, 

including Support Vector Machine, [9-11] and the 

architecture diagram offers a high-level overview of 

key system components and their interactions. The 

sonar data is then subjected to machine learning 

algorithms, and the resulting model's classification 

accuracy is assessed [6]. 

3. Results and Discussion 

A machine learning dataset is a collection of data 

that is used to train the model. A dataset acts as an 

example to teach the machine learning algorithm 

how to make predictions. [12] The common types of 

data include text data Figure 2. 

 

Figure 2 Common Types of Data 

A confusion matrix is a tabular summary of the 

number of correct and incorrect predictions made by 

a classifier. [13] It is used to measure the 

performance of a classification model. It can be used 

to evaluate the performance of a classification 

model [14, 15] through the calculation of 

performance metrics like accuracy, precision, recall, 

and F1-score Figure 3.  

 

Figure 3 Classification Model 

Conclusion 

In conclusion, our study focused on the critical task 

of underwater object prediction using sonar waves, 

with a specific emphasis on distinguishing between 

mines and rocks in submarine warfare scenarios. 

Through a comprehensive comparative analysis of 

machine learning algorithms, we identified the 

logistic regression model as the most effective 

choice for this task. Our approach involved the 

utilization of a labeled dataset containing sonar 

signals and corresponding object classifications. 

These sonar signals were subjected to feature 

extraction, encompassing important characteristics 
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such as signal intensity, frequency content, and 

time-domain attributes. These features were 

instrumental in providing valuable inputs to our 

machine learning models, facilitating the learning of 

intricate patterns and thereby ensuring accurate 

predictions. The significance of our work extends 

beyond the realm of submarine warfare; it carries 

implications for enhancing safety and navigational 

efficiency in underwater environments across 

various domains. By harnessing the power of 

machine learning and sonar technology, we have 

taken a significant step toward addressing the 

challenges posed by potentially hazardous 

underwater objects, ultimately contributing to the 

safety and success of submarine operations. Our 

research underscores the potential of cutting-edge 

technology to mitigate risks and advance the 

capabilities of underwater exploration and defense. 

Among the three machine learning algorithms, the 

Logistic Regression Model demonstrates superior 

performance, achieving an accuracy of 95.238%. 

Our system, tailored for predicting underwater 

objects utilizing sonar waves, is designed to 

leverage these results effectively. 
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