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Abstract 

The PCE Risk Calculator, developed by the ACC/AHA, is frequently utilized in the United States for the 

purpose of averting the onset of Atherosclerotic cardiovascular disease (ASCVD) via first-line defense 

strategies. However, this calculator may not accurately estimate risk for certain populations, potentially 

leading to either under- or over-estimation of risk. We have created calculator for ASCVD risk specific to a 

population by leveraging advanced Machine Learning (ML) techniques and Electronic Medical Record (EMR) 

data. Our study involved comparing predictive accuracy of our calculator with PCE calculator. Between 

January 1, 2009, and April 30, 2020, data was gathered from 101,110 distinct EMRs of patients who were 

actively receiving treatment. Patient datasets underwent machine learning techniques containing Longitudinal 

(LT) and Cross-Sectional (CS) features, or solely CS features, derived from laboratory values and vital 

statistics. The models' effectiveness was assessed using fresh price metric (Screened Cases Percentage 

@Sensitivity level). In terms of prediction accuracy, every ML model that was tested performed better than 

the PCE risk calculator. Area Under Curve (AUC) score of 0.902 was obtained by Random Forest (RF) ML 

technique when CS and LT characteristics were combined (RF-LTC). Our machine learning model only 

needed to screen 43% of patients in order to identify 90% of positive ASCVD cases, in contrast to the PCE 

risk calculator, which required screening 69% of patients. Prediction models created using ML techniques 

reduce the amount number of tests necessary to forecast ASCVD and increase the accuracy of ASCVD 

prediction when compared to using PCE calculator alone. The combination of LT and CS features in these 

ML models leads to a significant enhancement in comparing the ASCVD prediction to utilizing CS features 

exclusively. 
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1. Introduction  

ASCVD, also known as atherosclerotic 

cardiovascular disease, has significant implications 

for both health and the economy on a global scale 

[1]. Offering ASCVD risk scores to high-risk 

individuals can help lower their risk by prompting 

preventive interventions and reducing the need for 

diagnostic procedures [2-4]. In the field of clinical 

practice, there is a growing focus on enhancing 

ASCVD risk scores to enhance cost efficiency and 

minimize the potential risks linked to costly or 

invasive examinations [5&6]. The present 

recommendations utilize pooled cohort equations 

(PCE) for the assessment of the 10-year risk of 

developing hard ASCVD [non-fatal myocardial 

infarction (MI), non-fatal stroke, or fatal from CHD 

and for informing treatment strategies [4&7]. 

Different models are currently utilized in clinical 

settings to forecast ASCVD. Nevertheless, these 

models have the potential to inaccurately assess risk 

by either underestimating or overestimating the true 

observed risk in populations with varying 

comorbidities or demographic and socioeconomic 

factors [2&5, 8-10]. Risk calculators that are readily 

accessible are now being integrated into EMR 

platforms with decision support [2] capabilities. 

Nevertheless, there is still a requirement for tools 

that can offer a more extensive assessment of 

ASCVD risk over a period of time in Figure 1.  
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Figure 1 The Procedure for Constructing and Testing ML Models 

 

ML has been implemented in a system for making 

medical decisions and has consistently 

demonstrated comparable or superior performance 

when compared to risk prediction decisions made by 

humans in the field of cardiology [5&8]. 

Longitudinal data extracted from electronic medical 

record (EMR) systems can aid in the utilization of 

machine learning (ML) techniques to enhance 

clinical risk assessment for atherosclerotic 

cardiovascular disease (ASCVD) [8]. Prior research 

has concentrated on the integration of ML 

algorithms in the detection of clinical characteristics 

from coronary artery calcium (CAC) scores to 

ASCVD-related events [8-11]. Despite the 

effectiveness of CAC as a reliable and economical 

tool for reclassifying ASCVD risk [4,5,8], obstacles 

continue to hinder its widespread adoption. We have 

developed a clinically-focused ASCVD prediction 

model in this study that successfully fills in the gaps 

in the available techniques.  

2. Method  

A longitudinal study was carried out retrospectively, 

utilizing datasets from distinct electronic medical 

records (EMRs) of patients who are still alive that 

are managed through a local healthcare network in 

the United States. We used structured query 

language (SQL) to extract data from the medical 

records of patients at St. Elizabeth Health Care 

System (Kentucky, USA) who had clinical visits 

between January 1, 2009, and April 30, 2020, which 

included the measurement of low-density 

lipoprotein cholesterol (LDL-C). We did this by 

using an interactive EMR-driven clinical decision 

support system. The study searched for patients with 

documented LDL-C levels and used a validated 

equation to estimate pretreatment levels for statin 

therapy. A total of 289,299 records were selected for 

ML models, including those with PCE risk scores. 

When a native coronary artery develops 

atherosclerotic heart disease or unstable angina, the 

PCE score is determined. The study allowed for 

comparison of ML models and longitudinal features 

affecting predictive accuracy. We also used the 

IJMEDI medical AI assessment checklist to cross-

check and validate our discussion, result reports, 

and model design [12]. ASCVD refers to patients 

with CAD, CVS, or PAD who have their records 

marked with a 'time stamp' indicating the presence 

of the disease.  

2.1. Cross-Sectional Features and Longitudinal 

Features  

We also used the IJMEDI medical AI assessment 

checklist to cross-check and validate our discussion, 

result reports, and model design [12]. To capture 

time-sequential LT features like blood pressure, 

HbA1c, and lipid profile, we created an additional 

63 LT features. The statistics were computed for 

patients who did not have a diagnosis of ASCVD, 

using all the data gathered during the study period. 

Prior to the ASCVD diagnosis, we exclusively took 

into account the readings documented in the EMR 

for patients diagnosed with ASCVD. 

https://irjaeh.com/
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2.2. ML Models 

In order to forecast the probability of a patient 

developing ASCVD, we constructed automated 

models using four different ML techniques: Neural 

networks (NN), random forests (RF), logistic 

regression (LR), and naïve Bayes (NB). In one case, 

the models were built using not more than CS 

features as predictors, and in another, a combination 

of LT features (LTC) and CS features was used as a 

predictor.  

2.3. Screened Cases Percentage @ Sensitivity 

Level 
A prediction model's main goal is to reduce the 

number of patients screened while increasing 

sensitivity. The Screened Cases 

Percentage@Sensitivity (SCP@Sensitivity) metric 

was developed to measure this. It shows the 

percentage of the population that must be screened 

to a particular sensitivity threshold. 

  

SCP @Sensitivity(S) = 

|Subpopulation of patients who must be screened to 

achieve the target sensitivity level of S|               

|Overall Patient Population| 

where |X| represents the cardinality of set X.  

 

This method can also be utilized in a clinical setting 

to evaluate the necessary resources for screening 

patients in order to reach a specific sensitivity level 

within the general population, potentially leading to 

a decrease in unnecessary testing. Theoretically, all 

ASCVD positive patients (designated as 

SCP@Sensitivity) could be identified by screening 

as few as 11.56% of patients in the DataPCE cohort 

(1). This percentage means that out of the 54,850 

cases in DataPCE, there are 6339 ASCVD patients 

overall. 

3. Results and Discussion  

3.1.Results  

As stated in Section 3.1.1, we conducted a thorough 

comparison of all models and provided their AUC 

scores. This analysis was carried out with the aim of 

identifying the best model and feature sets. Moving 

forward, in Section 3.1.2, we delved into an 

examination of the features utilized in the best 

model to uncover their significance. We compared 

the models with and without PCE in Section 3.1.3 in 

order to answer the question of whether adding PCE 

as a feature improves our models. Furthermore, in 

Section 3.1.4, our model in a comparison with the 

existing PCE calculator to determine if our model 

outperforms it. In Section 3.1.5, we conducted a 

statistical comparison of our model. Moreover, a 

new metric was implemented, which evaluates case 

percentages at a specific sensitivity threshold, as 

outlined in Section 3.1.6. In accordance with 

Section 3.1.7, we presented the performance of our 

best model based on its AUC score and probability 

threshold to help determine the ideal threshold.  

3.1.1.  Model Performance 

The RF-LTC model demonstrated superior 

performance in ASCVD prediction compared to 

RF-CS, NN-LTC, LR-LTC, and NB-LTC models. 

It achieved the highest AUC of 0.902 (95% CI, 

0.895–0.910). The AUC represents an overall 

measure that considers the probabilities connected 

to the ROC curve's paired sensitivity and specificity. 

        The neural network uses backpropagation with 

three layers and key parameters set at 0.01 and 0.9. 

Different algorithms are implemented using Scikit-

learn, including Random Forest, Logistic 

Regression, and Naive Bayes. 

3.1.2. Impact of Features Used to Build the  

The RF-CS model revealed that the most significant 

factors were age, comorbidities, and aggregate risk 

scores, with LDL-C values trailing closely behind. 

In the LTC model, blood pressure, lipid levels, and 

HbA1c were the most predictive factors. Age was 

consistently highlighted as one of the key features 

in RF-CS as well as RFLTC models [13]. 

3.1.3. ML Comparison with the PCE Features 

and Without the PCE Features 

To evaluate how the PCE score affects the 

performance of the model, we conducted an 

evaluation of the identical models using the 

DataPCE dataset. This evaluation encompassed 

both PCE features (PCE scores and PCE 

categorical) and models without PCE features. The 

NN-LTC model achieved the highest AUC score of 

0.896, matching that of the model with PCE 

features. Additionally, the AUC score of the 

RF_LTC model is 0.894, showing a decrease of 

0.006. 

https://irjaeh.com/
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3.1.4. PCE Calculator Comparison with 

Machine Learning 

The CE 10-year risk score, which is currently 

employed in clinical settings, was compared to the 

automated machine learning techniques. The 

DataPCE dataset was used for the comparison with 

the PCE score, since the PCE risk scores could only 

be obtained from this dataset. The ML models were 

built using the DataMain dataset. The ML models 

demonstrated superior ASCVD prediction 

compared to the PCE risk calculator, with an AUC 

of 0.712 (95% CI, 0.700–0.730). Within the 

DataPCE dataset, the LR-LTC model achieved the 

highest AUC of 0.880 (95% CI, 0.867–0.894). 

3.1.5. Calibration Curves and Net 

Reclassification Index 

The certainty of fresh observations from models in 

recognized classes was evaluated using the Brier 

score. Models with LTC features had better Brier 

scores than models with CS features. Comparing 

machine learning models was another use of 

continuous NRI, with RF-LTC models being 

significantly better than NNN, NN, LR, and LR 

models on DataMain. PCE had a Brier Score of 

0.262. 

3.1.6. Percentage of Screened Cases Between 

50% and 90% of Sensitivities 

[SCP@0.9) And SCP@0.5] in Terms of 

Sensitivity 

Given that risk-prediction techniques necessitate the 

inclusion of laboratory and other diagnostic 

examinations to validate or disprove the diagnosis, 

When the method correctly predicts a larger 

percentage of potentially positive cases (like 

ASCVD) while requiring additional testing for a 

smaller percentage of the population as a whole 

(SCP@Sensitivity), the efficacy of the method is 

increased. If a technique is modified to enhance its 

sensitivity, it could result in higher expenses, 

depending on the proportion of the population 

necessitating testing. In the DataPCE cohort, 

SCP@Sensitivity (0.9) might theoretically be as low 

as 10.40% in order to achieve a sensitivity of 90%. 

The PCE approach necessitates evaluating every 

patient with a risk score of 5% or higher. The NN-

LTC algorithm, on the other hand, only needed to 

screen 43.4% of the total population. In terms of 

SCP@Sensitivity (0.90), all machine learning 

models outperformed the PCE score.            

SCP@Sensitivity(0.5) in the DataPCE group may 

be as low as 5.78% to cover half of the true positive 

cases in order to reach a sensitivity of 0.5. 25.6% of 

the population must be screened in order to use the 

PCE calculator while the RFLTC model requires 

screening 7.1%. All ML models outperformed the 

PCE in screening a smaller proportion of cases in 

order to reach a 50% sensitivity. 

3.1.7. Probability Threshold for the 

Performance of the Datamain Model 

When it comes to clinical practice, the person in 

charge of making decisions makes binary 

predictions about outcomes, classifying the data as 

either 1 (positive) or 0 (negative). Conversely, 

machine learning models offer a continuous 

prediction, displaying a risk score between 0 and 1. 

Because of this predicted risk score, an analysis that 

depends on a particular threshold value, 't,' is 

required. A projected risk score that is greater than 

or equal to the selected probability threshold value 

"t" is regarded as a positive prediction; a predicted 

risk score that is less than "t" is regarded as a 

negative prediction. Given that the RF-LTC model 

demonstrates the highest AUC values overall, we 

have presented the performance of the RFLTC 

model along with their respective threshold 

probability values. The purpose of this information 

is to help clinicians choose the best threshold based 

on different requirements. The 0.25 threshold 

yielded the best results for the RF_LTC model. Cut-

off probability can be selected based on clinical 

necessity to reduce the number of high-risk patients 

who are incorrectly classified. 

3.2.Discussion 

A recent study has demonstrated that machine 

learning models incorporating both clinical and 

lifestyle factors outperform models that only 

consider lifestyle factors in predicting ASCVD risk. 

By analyzing 94 clinical variables, the study 

identified age, PCE risk score, HTN, and DM as 

crucial predictors for ASCVD. It underscores the 

significance of taking into account multiple 

variables and cumulative risk in ASCVD prediction, 

advocating for the annual evaluation of individual 

risk factors. This study represents the first ML-

https://irjaeh.com/
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based approach to assess comprehensive risk 

utilizing EMR data from a large regional healthcare 

system. The implications of this study's findings 

include the potential to minimize the necessity for 

additional diagnostic tests and provide a cost-

effective screening strategy. 

Conclusion 

In conclusion, our study demonstrates the 

superiority of Machine Learning (ML) models over 

the traditional PCE Risk Calculator in predicting 

Atherosclerotic Cardiovascular Disease (ASCVD) 

risk. By leveraging advanced ML techniques and 

Electronic Medical Record (EMR) data, we 

achieved higher prediction accuracy and efficiency. 

Incorporating both Longitudinal (LT) and Cross-

Sectional (CS) features significantly enhanced 

predictive performance, reducing the need for 

patient screening while maintaining high sensitivity 

levels. Our Random Forest (RF) model, particularly 

when utilizing combined CS and LT characteristics 

(RF-LTC), achieved an impressive Area Under 

Curve (AUC) score of 0.902. Notably, our model 

identified 90% of positive ASCVD cases with 

screening of only 43% of patients, outperforming 

the PCE Risk Calculator which required screening 

69% of patients for similar accuracy. These findings 

underscore the potential of ML-driven approaches 

in optimizing preventive care strategies and 

resource allocation in combating cardiovascular 

diseases. Further validation and implementation of 

our model hold promise for improving ASCVD risk 

assessment and informing targeted interventions, 

ultimately contributing to better patient outcomes 

and healthcare efficiency. 
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