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Abstract 

Due to the contradiction between energy production and demand in the current energy crisis, power 

consumption (PC) is crucial to the world economy. Energy industry can improve power system control and 

energy usage by using machine learning (ML) models, which are widely acknowledged as a precise and 

computationally efficient prediction solution. For the purpose of projecting energy consumption and 

performance, machine learning (ML) techniques and artificial intelligence (AI) have been suggested recently. 

The various machine learning (ML) techniques i.e. artificial neural networks (ANN), support vector machines 

(SVM), Gaussian-based regressions and Fuzzy logic etc. that have been frequently used in predicting and 

enhancing energy performance are reviewed in-depth in this research. 
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1. Introduction

A nation's economic development depends heavily 

on the electric power sector, which also significantly 

improves society through its effective functioning. 

The need for power has recently reached 

unfathomable heights as technology has advanced in 

cities all over the world. Global warming issues will 

worsen if national governments on a global scale are 

unable to meet this energy needs. Energy demand in 

India continues to rise at over 3% per year in the 

Stated Policies Scenario from 2021 to 2030. [1] 

According to the International Energy Agency's 2023 

report, the average annual growth rate of total energy 

demand through 2030 is 0.7%. Demand is expected 

to rise until 2050. India is predicted to have the 

fastest-growing energy consumption globally over 

the next thirty years. By 2030, peak electricity 

demand has increased by almost 60% from 2022 [2]. 

Because of the growing population, the comfort 

levels of buildings, and people spending more time 

inside of them, the energy demand will therefore 

climb significantly in the near future. Peak 

consumption can present significant difficulties for 

electricity providers since they have to over-

dimension the grid to accommodate the unusually 

high load of consumption. In order to prevent serious 

consequences like power outages, energy scarcity 

must be managed by the providers. An alternative 

strategy is to balance the grid by introducing 

intelligent methods for controlling these peaks, which 

will help prevent overreach and lower the costs 

associated with over-dimensioning and enormity. 

There are several ways to control the peaks, including 

load balancing and the development of dynamic and 

intelligent pricing strategies that take into account the 

fact that end users are price sensitive and may cut 

back on consumption when electricity prices are high. 

Therefore, it is necessary to forecast energy 

consumption in order to support national production 

and consumption balance. This review paper focuses 

on the different methods that are employed to forecast 

energy usage. There are three types of load forecasts: 

short-term forecasts, which are typically from one 

hour to one week; medium-term forecasts, which are 

typically from a week to a year; and long-term 

forecasts, which are typically more than a year. For 

the scheduling and control of power systems, short-

term forecasting is crucial. [3] However, predicting 

daily load is a difficult process since it depends on 
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other factors, such as temperature and the calendar 

effect, in addition to the load from the previous days. 

As a result, anyone looking to save energy should 

focus on improving energy usage and the 

effectiveness of energy in buildings. We highlight a 

machine learning-based methodology for predicting 

energy usage in this review. [4] To make the most 

accurate prediction, it is crucial to identify the 

optimal strategy and model. Finding the answers to 

the following questions is the basis of this research: 

1. What are the key elements that have a 

significant impact on how much energy is 

consumed? 

2. How do the daily patterns of electric energy use 

in winter, rainy and summer differ? 

3. Which machine learning techniques have the 

highest forecast accuracy limitations? 

4. What advantages do various models have for 

accurately estimating how much electricity is 

used? 

Accordingly, Figure 1 depicts the information flow. 

Apart from above information, the rest of the paper is 

divided into the following categories: [7-9] Second 

section discusses the factors affecting for load 

forecasting, and third section the performance 

metrics of the models, last section discusses shows 

the comparative study of the load forecasting 

techniques. Prediction category and duration shown 

in Table 1. 

 

 
Figure 1 Flow of Information in the Review Paper for Electricity Load Forecasting

 

1.1. Categories of Electricity Load 

Forecasting 

There are three categories into which electrical load 

forecasting can be divided, they are Long-term (1–20 

years), Medium Term (a week or month), Short term 

(one week to one hour). [10] The short term 

forecasting (STF) is used to provide the essential data 

for scheduling generator start-up and shutdown, and 

performing a complete examination of gearbox 

constraints. System security is also assessed using the 

STF. In order to economically prepare for future 

additions to the generation system and additional 

transmission planning, long-term forecasting (LTF) \ 

 

Is essential. The medium-term forecasting (MTF) is 

useful for other elements, primarily for determining 

tariffs, planning maintenance and repairs, scheduling 

fuel supply, and financial management. [5][6].  

 

Table 1 Prediction Category and Duration 

Sr. No Prediction 

Category 

Duration 

1 Long Term months to year 

2 Mid Term weeks to a month 

3 Short Term Hours to week 
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2. Factors Affecting on Load Forecasting 

To get a reliable forecast from the system, researchers 

must carefully choose the dependent components. 

Each component has a varied impact on load 

forecasting in varying degrees, and each model may 

take a variety of factors into account, some of which 

are listed below. [11-15] though other major and 

small aspects influence every phase of forecasting, 

time, weather, and economic considerations may be 

thought of as the main influences to take into account. 

Some of the factors are discussed as follows. 

Time Factor: 

In order to anticipate loads, time is the most crucial 

aspect. The load curve contains ''time of the day'' 

property together with ''day of week'', ''week of 

month'', and ''month of season'' properties, according 

to [16] observations of the load curves of many 

distinct grid stations. 

Weather Factors:  

According to seasonal patterns, winter months 

(October–February) accounted for 20% of overall 

consumption, while the summer months (May–

August) contributed 50% to the total. [17] According 

to a study, demand rose 1.5% in tropical Indian towns 

for every 1°C increase in summertime temperatures. 

[18] 

Economic Factor: 

System average load and maximum demand are 

significantly impacted by economic factors including 

power pricing, load management, and 

industrialization level. [19-23] the accuracy of 

forecasting is also greatly influenced by factors such 

as customer behavior, tariff changes, appliance 

descriptions, population density, and equipment age 

and employment levels. 

2.1. Performance Analysis of Different 

Models used in Prediction 

Each machine learning pipeline includes 

performance metrics. As per previous study, various 

distinct metrics are employed to evaluate the models' 

performance, shown in the equations below. 

Mean Absolute Error: 

 

Where: 

n = the number of errors, 

Σ = summation symbol (which means “add them all 

up”), 

|xi – x| = the absolute errors. 

Mean Absolute Percentage Error: 

 
Where: 

N is the number of fitted points, 

At is the actual value, 

Ft is the forecast value. 

Σ is summation notation (the absolute value is 

summed for every forecasted point in time). 

Root Mean Squared Error: 

 
Where: 

Yi is the actual value for the ith observation. 

Ŷi is the predicted value for the ith observation. 

N is the number of observations. 

P is the number of parameter estimates, including the 

constant. 

2.2. Comparative Analysis of Error Metrics of 

Different Forecasting Models 

To demonstrate how accurate the load forecasting 

approaches are at predicting the actual load values, a 

number of criteria are employed as evaluation 

indices. [24-27] to measure the precision of their 

models, different researchers have relied on various 

statistical metrics. The most common static 

measurements used by academics around the world 

are shown in Table 2. According to the study, each of 

these measurements has benefits and drawbacks of its 

own. [28-32] mostly used metrics are MAPE, RMSE. 

The second-degree loss function provided by RMSE 

prioritizes larger errors rather than minor ones. It can 

measure average error naturally and is unambiguous. 

MAPE is simply applied to both large volume and 

low volume items and is not scale dependent. Figure 

2 shows Prediction Matrices Studies. 
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Table 2 Performance Matrices and Comparative Study of Various Models  
Model Reference MAPE RMSE MAE MSE R2 

ANN 

 

 

[20] 

[21] 

[22] 

3.38 

3.50 

- 

4.51 

- 

2.19 

2.10 

- 

- 

- 

1.12 

- 

- 

- 

MLR 
[23] 

[24] 

1.82 

5.05 

- 

- 

- 

- 

- 

- 

0.96 

0.89 

LSTM 

[25] 

[26] 

[27] 

51.45 

- 

6.27 

0.8649 

3.337392 

0.0154 

0.6278 

- 

0.0107 

0.7480 

- 

- 

- 

- 

- 

RF 
[28] 

[29] 

4.60 

5.45 

6.10 

3.219 
- - 

0.92 

0.576 

SVM 

[29] 

[30] 

[31] 

 

1.9705 

1.682 

4.913 

- 

12.364 

- 

1.5438 

- 

- 

0.277 

- 

KNN 
[30] 

[32] 

3.6082 

3.95 

- 

- 

1.4826 

- 

- 

- 

- 

- 

FL 
[33] 

[34] 

0.99 

1.94 

- 

202.1 

- 

- 

- 

- 

- 

- 

XGBoost 
[29] 

[34] 

- 

2.95 

2.914 

368.4(kWh) 
- - 0.711 

GBDT [35] - 4.748(%) 0.625(KW) - 0.982 

CNN [36] 0.54  59.45 14745.41  

 
Figure 2 Prediction Matrices Studies  

2.3. Models used for Predicting the Electricity 

Load Consumption 

Table 3 shows comparative study of machine 

learning models for Prediction the review's objective 

is identifying the most popular algorithms used in 

electricity forecasting models. The sixty-one (61) 

article contains eleven (11) of the most frequently 

used algorithms. [33-37] the results of the study 

demonstrate how applying AI to different economic 

sectors can increase productivity and efficiency. 

According to a study, ANN models are frequently 

employed for prediction, and fuzzy logic is also 

growing in favor these days. Figure 3 shows the 

Comparative Studies. 
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Figure 3 Comparative Studies 

 

Table 3 Comparative Study of Machine Learning Models for Prediction 

 
Categories 

of model 
Reference Area 

Time 

factor 
DataSize 

Reason of 

prediction 

Categories of 

Features 

Performan

ce Metric 

Fuzzy Logic 

ANFIS 
[46] Residential Hourly 4year 

Short Term 

Load 

Forecasting 

Time, day, 

temperature, season, 

daylight 

3.72%RMSE 

2.1%MAPE 

1.85%MAPE 

3.66%RMSE 

ANOVA 

ANN 
[21] 

Non 

Residential 
Hourly 24years 

Energy 

consumption 

in industry 

sectors 

heterogeneity 

of industries, 

products, equipment, 

technologies, 

processes 

3.50MAPE 

2.10MAE 

ANN [38] Residential Hourly 5months 

Building 

Energy 

Prediction 

wind direction, sun 

radiation, humidity 

level, and 

temperature of the 

outside dry bulb 

0.0323(CV) 

ANN 

Time series 
[41] 

Non 

residential 
Hourly 8years 

Accurate 

peak 

forecasting 

Temperatureandhumi

dity,windspeed,cloud 

cover daylight Hours 

N/A 

ANN [38] Residential Hourly 1year 

Sunlight 

exposure and 

power usage 

of the load 

sun radiation, 

surrounding 

temperature, wind 

direction, and 

sampling time stamp 

25.50%WMAE 

CNN 

SVM 
[45] Residential Hourly 2years 

Forecasting 

of residential 

buildings 

The building's size, 

occupant level, 

electric appliances, 

humidity and 

temperature, and 

calendar element 

0.29MAPE 

1.32MAE 

2.99MSE 

0.23RMSE 
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FF-

DNNR-

DNN 

[39] Residential Hourly 4years 

Most 

dominant 

factors for 

power 

consumption 

prediction 

The distribution of 

the lagging electrical 

load across time, 

weather, time, and 

holidays, and the 

price of electricity 

1.42%MAPE 

306(MW/h)RMS

E 

210(MW/h)MAE 

ANN [40] Non Hourly 4years Management temperature 
44,111.39451MS

E 

  residential   
And 

Operation of 
 160.99752MAE 

     Power  2.72%MAPE 

     System   

ANN [22] Residential Hourly 1year 

cloud-based 

application 

for electricity 

consumption 

analysis 

Sensors,cloudstorage,c

lustering 
1.12MAE 

ANN 

PCA 
[42] Residential Hourly 6 Months 

Electricity 

demand of a 

bio-climatic 

building and 

influence of 

temp and 

solar 

radiation 

temperature of the 

dry bulb, sun 

radiation, humidity 

ratio, and wind speed 

N/A 

ANN 

PSO 
[20] 

Non-

residential 
Hourly 3 years 

Short term 

Load 

prediction 

N/A 

0.02191MAE 

1.26268e– 

003MSE 

0.03388MAPE 

ANN [43] Residential Hourly One Week 

the exact 

capacity to 

produce the 

power and 

the demand 

from 

customers 

time factor, historical 

weather information, 

customer class, 

previous load that the 

region demanded, 

region growth, and 

amount of load 

increased 

1.066%MAPE 

ANN [44] Residential Hourly One day 

Construction 

of component 

load model 

for house 

hold 

solar radiation, 

ambient temperature, 

humidity 

N/A 

3. Major Findings with Research Gaps 

Duration-based model performance analysis 

The majority of current models only anticipate loads 

for the short term, as opposed to long- or mid-term 

periods. [38-40] this could be due to the fact that a 

longer forecasting horizon greatly increases the 

likelihood that changes that are not yet known to us 

will have an impact on demand in the future. 

The influence of the temporal domain  

The prediction capabilities of many models, which 

rely on either residential or non-residential buildings, 

are inadequate. Achieving equilibrium between 

https://irjaeh.com/
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residential and nonresidential models could be 

feasible if such a model could be created. [41] 

Model Flexibility Issues 

The models that have been studied during the 

research are intended for a certain use case, such as a 

particular sort of input parameter or geographic area. 

Throughout the investigation, no model has been 

discovered that can function with the best accuracy 

regardless of application changes. [42] 

Hybrid Models  

Offer greater accuracy than single-method 

approaches in predicting load consumption. 

4. Future Trends 

4.1. Model Enhancement 

Research evaluation indicates that no model takes 

into account the customer class and concentrates on 

year-round peak hour prediction. So need to put 

further effort on clustering techniques. 

4.2. Cloud based Applications 

The greatest accuracy is reported for clustering 

approaches when real-time electricity consumption 

data is collected using a cloud-based application for 

electricity consumption analysis.  However, 

additional work on real-time data is required in the 

future. 

Conclusion 

A thorough analysis of several load forecasting 

models covering a range of time periods and sectors 

has been provided in this paper. We went over the 

effectiveness and drawbacks of the conventional load 

forecasting techniques. Lastly, drawing attention to 

the constraints, patterns, and areas in need of further 

study will help the readers choose and assess the 

models in accordance with their needs and obtain 

guidelines for future work. The goal of future 

research will be to improve the drawbacks of the 

current load forecasting models. 

References 

[1]. IEA (2023), World Energy Outlook 2023, 

IEA, Paris ttps://www.iea.org/reports/world-

energy-outlook-2023, License: CC BY 4.0 

(report); CC BY NC SA 4.0 (Annex A) 

[2]. Emmanuel Gbenga DADA, David Opeoluwa 

OYEWOLAand Joseph Hurcha YAKUBU, 

“Power Consumption Prediction in Urban 

Areas using Machine Learning as aStrategy 

towards Smart Cities” AJBAR Vol 1(1), 

2022: 11-24, ISSN: 2811-2881 

[3]. J. W. Taylor and P. E. McSharry, Short-term 

load forecasting methods:An evaluation 

based on european data, IEEE Transactions 

on PowerSystems 22 (2008), 2213–2219 

[4]. L.J Wang and C. Liu, Short-term price 

forecasting based on pso train bp neural 

network, Electr. Power Sci. Eng. 24 (2008), 

21–25. 

[5]. EbaaJaafar Al Nainoon , Ibrahim Omar 

Habiballah, “Load Forecasting using Machine 

LearningMethods: Review” IJERT, ISSN: 

2278-0181, Vol. 11 Issue 12, December 2022 

[6]. Pratik Gavhane, ShridharKamble, 

ShubhamLonkar, YashChoudhari “Web 

Application For Electric Load Forecasting 

Using Machine Learning” © 2020 JETIR 

April 2020, Volume 7. 

[7]. Waleed Abdu Zogaan, “Power Consumption 

prediction using Random Forest model “, 

International Journal of Mechanical 

Engineering, ISSN: 0974-5823 Vol. 7, 

Special Issue 5, April-May 2022. 

[8]. Isaac Kofi Nti, Moses Teimeh, Adebayo Felix 

Adekoya and OwusuNyarko-Boateng, 

“Forecasting Electricity Consumption Of 

Residential Users Based On Lifestyle Data 

Using Artificial Neural Networks”, ICTACT 

JOURNAL ON SOFT COMPUTING, 

APRIL 2020, VOLUME: 10, ISSUE: 03 

[9]. Md. Abdur Rahman, Tarafder Md. Mehedi Al 

Masud, and Purba Biswas “Prediction of 

Electric Energy Consumption using 

Recurrent Neural Networks”, International 

Journal of Smartcare HomeVol.1, No.1 

(2021), pp.23-34 

[10]. Antara MahantaBarua, Pradyut Kumar 

Goswami, “A Survey on Electric Power 

Consumption Prediction Techniques”, 

International Journal of Engineering Research 

and Technology. ISSN 0974-3154, Volume 

13, Number 10 (2020), pp. 2568-2575 

[11]. Geoffrey K.F. Tso, Kelvin K.W. 

Yau,“Predicting electricity energy 

consumption: A comparison of regression 

https://irjaeh.com/


 

International Research Journal on Advanced Engineering Hub (IRJAEH) 

e ISSN: 2584-2137 

Vol. 02 Issue: 04 April 2024 

Page No: 1028 - 1036 

https://irjaeh.com 

https://doi.org/10.47392/IRJAEH.2024.0143 

 

    

International Research Journal on Advanced Engineering Hub (IRJAEH) 
                         

1035 

 

analysis, decision tree and neural networks” 

EnergyVolume 32, Issue 9, September 2007, 

Pages 1761-1768 

[12]. Ping-HuanKuo 1 ID and Chiou-JyeHuang ,“A 

High Precision Artificial Neural Networks 

Modelfor Short-Term Energy "Load 

Forecasting”, Energies 2018, 11, 213; 

doi:10.3390/en11010213 

[13]. Yang Liu, Hongyu Chen , Limao Zhang, 

Xianguo Wu, Xian-jia Wang,“Energy 

consumption prediction and diagnosis of 

public buildings based on support vector 

machine learning: A case study in China”, 

Journal of Cleaner ProductionVolume 272, 1 

November 2020, 122542 

[14]. LyesSaadSaoud, Hasan Al-Marzouqi, And 

Ramy Hussein “Household Energy 

Consumption Prediction Usingthe Stationary 

Wavelet Transformand Transformers”, IEEE 

VOLUME 10, 2022 

[15]. Chirag Deb a, Fan Zhang b, Junjing Yang a, 

Siew Eang Lee a, Kwok Wei Shah a ,“A 

review on time series forecasting techniques 

for building energy consumption”, 

Renewable and Sustainable Energy 

ReviewsVolume 74, July 2017, Pages 902-

924 

[16]. R.Sujatha, Gowtham Sukumar, Rajesh.V, 

Sathish Kumar.R, Judeson David “Electricity 

Consumption Forecasting System Using 

Deep Learning”, ICMSMT-2022 

[17]. Sapan Thapar, “Energy consumption 

behavior: A data-based analysis of urban 

Indian households” , Energy Policy 143 

(2020) 111571 

[18]. Eshita Gupta, “The impact of development on 

the climate sensitivity of electricity demand in 

India”, Indian Statistical Institute, Delhi 

Economics and Planning Unit, August 2014. 

[19]. Luo Chuan, and Abhisek Ukil, Senior 

Member, IEEE Luo Chuan, and Abhisek Ukil, 

“Modeling and Validation of Electrical Load 

Profiling in Residential Buildings in 

Singapore”, article  in  Power Systems, IEEE 

Transactions on · September 2015. 

[20]. Zahra Shafiei Chafi and Hossein Afrakhte, 

Hindawi “Short-Term Load Forecasting 

Using Neural Network and Particle Swarm 

Optimization (PSO) Algorithm” 

Mathematical Problems in Engineering 

Volume 2021 

[21]. A. Azadeh *, S.F. Ghaderi, S. Sohrabkhani, 

“Annual electricity consumption forecasting 

by neural network in high energy consuming 

industrial sectors”, Elsevier 2008 

[22]. Nand Kumar, Vilas H. Gaidhane, Int. J., 

“Cloud-based electricity consumption 

analysis using neural network”, Computer 

Applications in Technology, Vol. 62, No. 1, 

2020 

[23]. K. Panklib, C. Prakasvudhisarn & D. 

Khummongkol, “Electricity Consumption 

Forecasting in Thailand Using an Artificial 

Neural Network and Multiple Linear 

Regression” Energy Sources, Part B: 

Economics, Planning, and Policy 2015 

[24]. Bhatti Dhaval, Anuradha Deshpande, “Short-

term load forecasting with using multiple 

linear regression” International Journal of 

Electrical and Computer Engineering (IJECE) 

Vol. 10, No. 4, August 2020 

[25]. Tae-Young Kim, Sung-Bae Ch, “Predicting 

residential energy consumption using CNN-

LSTM neural networks”, Energy, 2019 

[26]. Widyaning Chandramitasari, Bobby 

Kurniawan, Shigeru Fujimura, “Building 

Deep Neural Network Model for Short Term 

Electricity Consumption Forecasting”, 

International Symposium on Advanced 

Intelligent Informatics (SAIN), 2018 

[27]. Oussama Laib, Mohamed Tarek Khadir , 

Lyudmila Mihaylov, “Toward efficient 

energy systems based on natural gas 

consumption prediction with LSTM 

Recurrent Neural Networks”, Energy  2019 

[28]. Muhammad Waseem Ahmad∗, Monjur 

Mourshed, Yacine Rezgui,  “Trees vs 

Neurons: Comparison between random forest 

and ANN forhigh-resolution prediction of 

building energy consumption”, Energy and 

buildings, 2017 

[29]. Rita Banik · Priyanath Das, Srimanta Ray, 

https://irjaeh.com/


 

International Research Journal on Advanced Engineering Hub (IRJAEH) 

e ISSN: 2584-2137 

Vol. 02 Issue: 04 April 2024 

Page No: 1028 - 1036 

https://irjaeh.com 

https://doi.org/10.47392/IRJAEH.2024.0143 

 

    

International Research Journal on Advanced Engineering Hub (IRJAEH) 
                         

1036 

 

Ankur Biswas, “Prediction of electrical 

energy consumption based on machine 

learning technique”, Electrical Engineering 

2020 

[30]. Sathishkumar V E, Changsun Shin & 

Yongyun Cho, “Efficient energy consumption 

prediction model for a data analytic-enabled 

industry building in a smart city”,Building 

Research & Information 2021 

[31]. Nasir Ayub, Nadeem Javaid, Sana Mujeeb1, 

Maheen Zahid, Wazir Zada Khan, and 

Muhammad Umar Khattak, “Electricity Load 

Forecasting in Smart Grids Using Support 

Vector Machine” Springer Nature 

Switzerland AG 2020 

[32]. Daniel Ramo, Mahsa Khorram, Pedro Faria 

and Zita Vale, “Load Forecasting in an Office 

Building with Different Data Structure and 

Learning Parameters”, Forecasting 2021  

[33]. Hasan Hu¨seyin C  ̧ evik • Mehmet Cunkas, 

“Short-term load forecasting using fuzzy 

logic and ANFIS”, Springer 2015 

[34]. Rachna Jain, Nikita Jain, Yash Gupta, Tarun 

Chugh, Tushar Chugh, D. Jude Hemanth, “A 

Modified Fuzzy Logic Relation-Based 

Approach for Electricity Consumption 

Forecasting in India”, Springer 2019 

[35]. Zhang Wanhua, Yu Junqi, Zhao Anjun, Zhou 

Xinwei, “Predictive model of cooling load for 

ice storage air-conditioning system by using 

GBDT”,  Energy reports, 2021 

[36]. Maryam Imani, “Electrical load-temperature 

CNN for residential load forecasting”, 

Energy, 2021 

[37]. Kangji Li, Xianming Xie, Wenping Xue, 

Xiaoli Dai, Xu Chen, Xinyun Yang, “A 

hybrid teaching-learning artificial neural 

network for building electrical energy 

consumption prediction”, Energy & 

Buildings, 2018 

[38]. Morris Brenna, Federica Foiadelli, Michela 

Longo, Dario Zaninelli, “Solar Radiation and 

Load Power Consumption Forecasting Using 

Neural Network”, IEEE 2017 

[39]. Ghulam Mohi Ud Din, Angelos K. 

Marnerides, “Short Term Power Load 

Forecasting Using Deep Neural Networks”, 

International Conference on Computing, 

Networking and Communications (ICNC): 

Green Computing, Networking, and 

Communications, 2017 

[40]. Athanasios Ioannis Arvanitidis, Dimitrios 

Bargiotas, Aspassia Daskalopulu, Vasileios 

M. Laitsos and Lefteri H. Tsoukalas, 

“Enhanced Short-Term Load Forecasting 

Using Artificial Neural Networks”, Energies 

2021, 14, 7788 

[41]. Krzysztof Gajowniczek, Rafik Nafkha, 

Tomasz Ząbkowski, “Electricity peak 

demand classification with artificial neural 

networks”, Federated Conference 

onComputer Science and Information 

Systems, 2017 

[42]. Kangji Li, Chenglei Hu, Guohai Liu, 

Wenping Xue, “Building's electricity 

consumption prediction using optimized 

arti_cial neural networks and principal 

component analysis”, Energy and Buildings 

2013 

 

 

https://irjaeh.com/

