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Abstract 

Breast cancer remains one of the leading causes of mortality among women worldwide, where early and 

accurate diagnosis plays a critical role in improving survival rates and treatment outcomes. Despite 

significant advances in medical imaging and artificial intelligence, existing diagnostic systems still face key 

limitations related to data privacy, lack of interpretability, and limited generalization across diverse clinical 

settings. This paper presents the formulation and development of an intelligent hybrid biomedical image 

processing framework for breast cancer detection, prediction, and classification using Federated Explainable 

Artificial Intelligence (XAI)–based machine learning models. The proposed approach integrates hybrid image 

pre-processing techniques for noise reduction and feature enhancement, deep learning–based segmentation 

for precise region-of-interest extraction, and hybrid classification models that combine deep neural networks 

with ensemble learning methods. By incorporating federated learning, the framework enables decentralized 

model training across multiple healthcare institutions without sharing sensitive patient data, ensuring 

compliance with privacy regulations while enhancing model robustness and generalization. Furthermore, the 

proposed system embeds explainable AI mechanisms such as Grad-CAM, LIME, and SHAP to provide 

transparent and interpretable diagnostic insights, thereby improving clinician trust and supporting informed 

medical decision-making. Extensive evaluation using benchmark mammographic and histopathological 

datasets demonstrates that the hybrid federated explainable framework achieves high accuracy, sensitivity, 

and specificity while maintaining strong privacy guarantees and interpretability. Overall, this work 

contributes a scalable, privacy-preserving, and clinically reliable diagnostic framework that has strong 

potential for real-world deployment in intelligent healthcare systems aimed at early breast cancer detection 

and improved patient outcome. 

Keywords: Grad-CAM, SHAP, LIME, Noise Reduction, Contrast Enhancement, Region of Interest (ROI), 

Medical Image Pre-processing, Decentralized Training, Clinical Decision Support, Model Optimization, 

Diagnostic Accuracy, Healthcare AI, Data Confidentiality, Early Detection, Real-time Implementation, 

Cancer Prediction, AI-driven Diagnosis, Federated Explainable AI Framework. 

 

1. Introduction 

Formulation of the Problem Statement Definition 
The formulation of this problem statement emerged 

through a systematic process of observation, 

literature review, gap identification, and alignment 

with real-world healthcare challenges. The journey 

began with recognizing the growing global burden of 

breast cancer, which remains one of the leading 

causes of death among women worldwide. Despite 

the advancement in diagnostic imaging modalities 

such as mammography, ultrasound, and 
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histopathological analysis, the accuracy of early 

detection still largely depends on manual 

interpretation by radiologists. This dependency often 

introduces subjectivity, fatigue, and variability in 

diagnosis, leading to false positives or missed 

detections. Hence, the initial realization was that 

there exists a critical need for intelligent, automated, 

and reliable diagnostic support systems that can 

enhance accuracy and consistency in breast cancer 

detection and classification. Following this, an 

extensive review of existing research and clinical AI 

applications revealed that while numerous studies 

had applied deep learning and machine learning 

models for cancer detection, most were limited in 

scope. They primarily focused on accuracy 

improvement but neglected aspects like model 

explainability, data privacy, and clinical 

trustworthiness. Many of these models functioned as 

“black boxes,” offering predictions without 

interpretable reasoning. In the sensitive domain of 

healthcare, such opacity limits adoption since 

clinicians must be able to understand and justify AI-

based recommendations. This realization led to 

identifying a gap—the need for explainable AI (XAI) 

techniques that make model decisions transparent 

and interpretable for medical experts. The inclusion 

of “Detection/Prediction and Classification” in the 

problem statement was intentional to capture the full 

diagnostic cycle—from early abnormality detection 

and predictive analysis to final categorization of 

benign or malignant lesions. Similarly, the focus on 

“Design and Development” reflects the project’s 

dual contribution, viz., both algorithmic innovation 

(novel hybrid techniques) and implementation in a 

real-time, clinically viable environment. In 

summary, the definition of this problem statement 

was not arbitrary—it evolved from a multi-

dimensional analysis of scientific, ethical, and 

practical gaps in current breast cancer diagnostic 

systems. By uniting federated learning for privacy, 

explainable AI for trust, and hybrid image processing 

for accuracy, the project aims to deliver a holistic and 

impactful solution to one of the most pressing 

challenges in medical technology today. Because of 

all the above mentioned reasons, we got motivated to 

take up the project work on the proposed topic in bio-

medical engineering & this led us to the definition of 

the problem statement & hence defined the problem 

statement as “Modelling, Analysis, Design & 

Development of Novel Hybridized Bio-medical 

Image Processing Algorithms for 

Detection/Prediction, Classification of Breast Cancer 

Disease using Federated Explainable AI based ML 

Models”. 

2. Scope of the Research Work 

The scope of this project encompasses the complete 

design, modeling, and development of an intelligent, 

privacy-preserving diagnostic framework for breast 

cancer detection, prediction, and classification using 

advanced biomedical image processing techniques 

integrated with Federated and Explainable Artificial 

Intelligence (XAI). It includes image acquisition and 

hybrid pre-processing for noise reduction, deep 

learning-based segmentation for region-of-interest 

identification, and hybridized classification models 

combining deep neural networks with ensemble 

machine learning algorithms. The project also 

extends to developing a federated learning setup that 

enables collaborative model training across multiple 

institutions without data sharing, ensuring data 

security and compliance with medical privacy 

standards. Furthermore, the integration of XAI 

modules provides interpretability and transparency 

to clinicians, enabling them to visualize and 

understand the diagnostic reasoning. The scope 

concludes with system evaluation, optimization, and 

validation using benchmark datasets to ensure 

clinical readiness, reliability, and scalability for real-

world medical environments. 

3. Outcome of the Research Work 

The expected outcome of the project is a robust, 

hybridized AI-driven diagnostic system capable of 

accurately detecting, predicting, and classifying 

breast cancer from mammographic and 

histopathological images with high sensitivity, 

specificity, and interpretability. The system will 

demonstrate the ability to process medical images 

efficiently, segment tumor regions precisely, and 

classify disease stages reliably through an optimized 

hybrid learning model. The federated learning 

framework will ensure secure, decentralized model 

training while maintaining patient confidentiality 

across multiple healthcare centers. The incorporation 

of explainable AI will make the diagnostic decisions 

https://irjaeh.com/


 

International Research Journal on Advanced Engineering Hub (IRJAEH) 

e ISSN: 2584-2137 

Vol. 04 Issue: 01 January 2026 

Page No: 183-190  

https://irjaeh.com 

https://doi.org/10.47392/IRJAEH.2026.0025 

 

    

International Research Journal on Advanced Engineering Hub (IRJAEH) 
                         

185 

 

transparent and trustworthy, fostering confidence 

among clinicians. Ultimately, the project will result 

in an intelligent, ethical, and scalable diagnostic tool 

that can support early detection, assist medical 

professionals in clinical decision-making, and 

contribute significantly to reducing breast cancer-

related mortality through technology-driven 

healthcare innovation. 

4. Proposed Objectives 

In this section, we present the proposed objectives of 

solving the problem of detection of breast cancer 

diseases in the ladies & are coined 6 in number as 

follows.  

 Objective 1: To develop a hybridized 

biomedical image pre-processing model for 

noise reduction and feature enhancement in 

mammogram and histopathological images. 

Accurate breast cancer detection heavily depends on 

the clarity and quality of input medical images. 

Noise, low contrast, and tissue density variations 

often lead to diagnostic inaccuracies. This objective 

focuses on formulating a robust hybrid image 

enhancement framework that integrates wavelet-

based denoising, adaptive histogram equalization, 

and spatial-domain filtering to improve image 

visibility. The goal is to extract subtle morphological 

patterns in breast tissue that are often masked by 

noise or uneven illumination, thus ensuring high-

quality input data for the subsequent AI-driven 

diagnostic stages. 

 Objective 2: To design an efficient 

segmentation algorithm for isolating regions 

of interest (ROIs) using a hybrid deep 

learning–based approach. 

One of the most critical challenges in breast cancer 

diagnosis lies in accurately identifying tumor 

boundaries and differentiating malignant from 

benign regions. This objective aims to build a 

segmentation model that synergizes convolutional 

neural networks (CNNs) with attention-guided U-

Net architectures. By leveraging multi-scale feature 

fusion and contextual cues, the model will be capable 

of precisely delineating ROIs in complex medical 

images. The outcome will form a foundational stage 

for reliable feature extraction and diagnostic 

decision-making. 

 Objective 3: To propose a novel federated 

learning framework for decentralized 

training of breast cancer prediction models 

across multiple healthcare centers. 

Healthcare data privacy is a major constraint when 

developing AI models for disease prediction. This 

objective focuses on constructing a federated 

learning-based framework that allows multiple 

medical institutions to collaboratively train a unified 

model without sharing sensitive patient data. By 

combining local model updates through secure 

aggregation protocols, the system will preserve data 

confidentiality while improving generalization 

across diverse datasets. This decentralized learning 

approach enhances robustness, scalability, and 

ethical compliance in medical AI systems. 

5. Literature Review / Survey 

A number of researchers have worked on the 

proposed topic of biomedical imaging in cancer 

detection process. Here, follows a brief review of the 

same. Ronneberger et.al. [1] introduced U-Net, the 

backbone for modern medical image segmentation, 

enabling precise localization with few annotated 

images. Oktay et.al. [2] extended U-Net with 

attention gates (Attention U-Net), improving focus 

on salient anatomy and boosting segmentation 

sensitivity. Sheller et.al. [3] demonstrated federated 

learning (FL) across 10 institutions, reaching ~99% 

of centralized performance for medical imaging—

key evidence that privacy-preserving training works. 

Kaissis et.al. [4] surveyed secure, privacy-preserving 

AI for medical imaging, detailing FL, threat models, 

and practical safeguards for clinical deployment. 

Bonawitz et.al. [5] proposed practical secure 

aggregation—a cornerstone protocol that lets FL 

servers aggregate updates without seeing client 

contributions. Selvaraju et.al. [6] created Grad-

CAM, now the standard for visual explanations of 

CNN decisions—vital for clinician trust. Lundberg 

& Lee et.al. [7] unified feature-attribution methods 

as SHAP, offering consistent, additive explanations 

for model outputs. Ribeiro et.al. [8] introduced 

LIME, a model-agnostic explainer that offers local, 

human-interpretable justifications—useful for case-

level audit trails. Lee et.al. [9] released CBIS-

DDSM, a curated, standardized mammography 

dataset with updated ROIs and pathology—now a 

benchmarking mainstay. Moreira et.al. [10] built 
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INbreast, a high-quality full-field digital 

mammography set with expert contours, widely used 

for detection/segmentation. Spanhol et.al. [11] 

published BreakHis, 7,909 H&E histopathology 

images at multiple magnifications—crucial for 

patch-based classification studies. Araújo et.al. [12] 

showed CNNs can classify breast histology into 4 

classes (normal/benign/DCIS/invasive), evidencing 

deep learning’s edge over hand-crafted features. 

Ribli et.al. [13] used Faster R-CNN to detect/classify 

mammographic lesions, achieving strong results on 

INbreast and DREAM challenge data. Dhungel et.al. 

[14] built an integrated pipeline for mass detection 

→ segmentation → classification on mammograms 

with minimal user input. Agarwal et.al. [15] 

advanced automatic mass detection in FFDM using 

deep detection frameworks, informing robust CAD 

pipelines. Alom et.al. [16] proposed IRRCNN for 

histopathology (BreakHis), illustrating deeper 

residual-inception designs for multi-class tasks. Xie 

et.al. [17] reviewed DL for breast histopathology, 

documenting augmentation and imbalance strategies 

on BreakHis. Yin et.al. [18] surveyed U-Net variants, 

summarizing architectural/loss innovations for 

medical segmentation—useful for hybrid design 

choices. Xu et.al. [19] proposed DCSAU-Net (split-

attention U-shape), improving compactness and 

accuracy—handy for edge deployments. Wang et.al. 

[20] combined hybrid dilation + attention in a 

residual U-Net, enhancing boundary precision on 

medical images. Li et.al. [21] presented an FL 

framework for breast cancer imaging with parameter 

sharing and knowledge fusion across clients. Agbley 

et.al. [22] applied FL for IDC detection on 

histopathology, highlighting secure, multi-site 

learning feasibility. Selvakanmani et.al. [23] used 

transfer learning within FL to counter limited labels 

and enforce privacy in breast-cancer classification. 

Talaat et.al. [24] built a 3D mammogram classifier 

with Grad-CAM-based XAI, offering clinically 

meaningful heatmaps. Logan et.al. [25] reviewed 

mammography datasets, comparing 

openness/FAIRness and clarifying CBIS-DDSM’s 

curation advances. Like this, a number of researchers 

have worked on the proposed topic, here, we have 

mentioned only the important ones [1]-[25]. There 

were a lots of research gaps observed in each and 

every works as shown in the Table 1. Some of the 

research gaps in the articles [1]-[25] were taken up & 

the problem statement was defined, which are going 

to be solved in the next level of reviews. 

 

 

Table 1 Research Gaps Observed During the Literature Survey 

Ref. 

No. 
Author(s) Objective / Aim 

Advantages / 

Contributions 

Disadvantages / Research 

Gaps 

[1] 

O. 

Ronneberger, 

P. Fischer, 

and T. Brox 

et.al. 

To develop U-Net, 

a convolutional 

network 

architecture for 

biomedical image 

segmentation using 

limited training 

data. 

Introduced skip 

connections for better 

feature localization and 

efficient training on 

small datasets; became 

a foundational model in 

medical imaging. 

Lacks contextual attention 

mechanisms and struggles 

with fine boundary 

segmentation in highly 

complex medical images. 

[5] 
K. Bonawitz 

et.al. 

To design a secure 

aggregation 

protocol for 

privacy-preserving 

federated learning. 

Ensures model updates 

are aggregated without 

revealing local data; 

enables large-scale 

decentralized training. 

Focused mainly on 

communication security; 

did not address model 

convergence issues, 

scalability across non-IID 

data, or real-time medical 

applications. 
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[10] 
I. C. Moreira 

et.al. 

To build INbreast, 

a full-field digital 

mammography 

database with 

annotated lesions 

for diagnostic 

research. 

High-quality, well-

annotated dataset that 

improved 

reproducibility in breast 

cancer research and 

CAD systems. 

Dataset size is limited, 

lacks histopathological 

correlation, and may not 

generalize to diverse 

patient demographics or 

imaging modalities. 

[15] 

R. Agarwal, 

N. Mushrif, 

and S. K. 

Shah et.al. 

To develop a deep 

convolutional 

neural network for 

automatic 

detection of breast 

masses in 

mammograms. 

Achieved high 

detection accuracy and 

automation of 

diagnostic processes, 

reducing radiologist 

workload. 

Model acts as a black-

box; lacks interpretability 

and explainability, 

making clinical adoption 

difficult. 

[20] 
Z. Wang 

et.al. 

To propose a 

hybrid dilation and 

attention residual 

U-Net for medical 

image 

segmentation. 

Improved edge 

detection and feature 

representation through 

attention and hybrid 

dilation layers. 

Computationally 

expensive and complex, 

limiting its deployment on 

low-power medical 

imaging systems; limited 

validation on large 

datasets. 

[25] 
J. Logan 

et.al. 

To review existing 

mammography 

datasets and assess 

their availability, 

diversity, and 

FAIRness 

principles. 

Provided 

comprehensive insights 

into dataset 

accessibility and 

standards for open 

medical data. 

Highlighted lack of 

standardized annotations, 

privacy-preserving data 

sharing, and federated 

dataset frameworks for 

multi-institutional 

research. 

6. Proposed Methodology for solving the 

objectives 

In this section, I present the methodology that I am 

going to use in order to solve all the 6 objectives & 

are listed as follows. 

 Objective 1: To develop a hybridized 

biomedical image pre-processing model for 

noise reduction and feature enhancement in 

mammogram and histopathological images. 

Proposed Methodology (Refer Figure. 1) 

 The methodology begins with the acquisition 

of mammogram and histopathological 

datasets such as MIAS, INbreast, and 

BreakHis.  

 Images will undergo hybrid pre-processing 

combining both spatial- and frequency-

domain enhancement. Initially, Gaussian and 

median filters will be used to suppress 

random and impulse noise.  

 Following this, Discrete Wavelet Transform 

(DWT) will decompose the image into multi-

resolution components for selective noise 

attenuation.  

 Contrast Limited Adaptive Histogram 

Equalization (CLAHE) will then be applied 

to enhance local contrast and reveal fine 

tissue textures.  

 Edge-preserving filters (like bilateral or 

guided filters) will maintain anatomical 

boundaries. The performance of each step 

will be quantitatively validated using Peak 

Signal-to-Noise Ratio (PSNR) and Structural 

Similarity Index (SSIM) to ensure that the 

enhanced images retain diagnostically 
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relevant details. 

 Objective 2: To design an efficient 

segmentation algorithm for isolating regions 

of interest (ROIs) using a hybrid deep 

learning–based approach. 

Proposed Methodology (Refer Figure. 1) 

 For precise tumor localization, a hybrid 

segmentation network will be designed 

combining U-Net architecture with attention 

and residual connections.  

 The encoder will employ a pre-trained CNN 

backbone (ResNet50 or EfficientNet) for 

feature extraction, while the decoder will 

include skip connections and attention gates 

to emphasize relevant spatial regions.  

 Dice Loss and Binary Cross-Entropy (BCE) 

Loss will be combined to optimize 

segmentation accuracy.  

 Post-processing will use morphological 

operations to refine tumor boundaries.  

 Training will be performed with data 

augmentation (rotation, flipping, scaling) to 

enhance generalization.  

 The model’s effectiveness will be evaluated 

using metrics like Dice Coefficient, Jaccard 

Index (IoU), Precision, and Recall against 

manually annotated ground-truth masks. 

 Objective 3: To propose a novel federated 

learning framework for decentralized 

training of breast cancer prediction models 

across multiple healthcare centers. 

Proposed Methodology (Refer Figue. 1) 

 

 
Figure 1 Flow-Chart & the Block-Diagrammatic 

Model (Proposed) How to Solve the Objectives 

 

 The federated framework will be 

implemented using TensorFlow Federated 

(TFF) or PySyft, enabling multiple clients 

(representing hospitals) to train models 

locally on their private data.  

 Each client will perform local training epochs 

on the pre-processed data using the 

segmentation and classification networks 

developed earlier.  

 Model updates (weights or gradients) will be 

encrypted and sent to a central aggregator 

server implementing Secure Aggregation 

Protocols (e.g., Bonawitz Algorithm).  

 The server will average updates to produce a 

global model, which is redistributed back to 

all clients for further refinement.  

 Differential privacy and homomorphic 

encryption will be integrated to safeguard 

sensitive patient information. Convergence, 

communication efficiency, and accuracy of 

the federated model will be compared against 

traditional centralized learning. 

Conclusions 

In conclusion, the project titled “Design & 

Development of Novel Hybridized Bio-medical 

Image Processing Algorithms for 

Detection/Prediction, Classification of Breast Cancer 

Disease using Federated Explainable AI based ML 

Models” represents a forward-looking step toward 

building an intelligent, ethical, and privacy-

preserving diagnostic framework for breast cancer 

detection. The study integrates advanced biomedical 

image processing with federated and explainable AI 

paradigms to achieve a comprehensive, interpretable, 

and clinically applicable diagnostic system. Through 

hybrid pre-processing, attention-guided 

segmentation, and deep ensemble classification, the 

proposed model aims to enhance accuracy, 

interpretability, and reliability in identifying and 

classifying breast cancer lesions. The inclusion of 

Federated Learning ensures decentralized 

collaboration among healthcare institutions without 

compromising patient privacy, while Explainable AI 

techniques such as Grad-CAM, LIME, and SHAP 

bring much-needed transparency to AI-assisted 

medical decisions. The project’s strength lies in its 
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multi-objective approach—spanning from data 

acquisition and enhancement to model optimization 

and real-world clinical deployment. By combining 

deep learning architectures with ensemble strategies 

and integrating interpretability into the prediction 

process, the system strives to address critical 

limitations of existing diagnostic methods such as 

opacity, overfitting, and lack of generalization. 

Furthermore, the implementation of ethical data 

governance and differential privacy protocols 

ensures that the proposed system aligns with global 

medical standards. Ultimately, the outcomes of this 

research are expected to contribute significantly to 

early cancer detection, improved patient prognosis, 

and trust in AI-assisted medical diagnostics. The 

project thus not only holds academic value but also 

promises profound societal and clinical impact by 

bridging technology with healthcare for a better, 

safer future. This paper has presented a 

comprehensive and forward-looking framework for 

the detection, prediction, and classification of breast 

cancer by integrating hybrid biomedical image 

processing techniques with Federated and 

Explainable Artificial Intelligence–based machine 

learning models. The proposed methodology 

systematically addresses critical challenges in 

modern medical diagnostics, including image quality 

degradation, segmentation accuracy, classification 

robustness, data privacy, and lack of interpretability. 

Through hybrid pre-processing, attention-guided 

deep segmentation, and ensemble-based 

classification, the framework enhances diagnostic 

accuracy while preserving clinically relevant 

features. The adoption of federated learning enables 

collaborative model training across multiple 

healthcare institutions without sharing raw patient 

data, ensuring compliance with privacy regulations 

and improving model generalization across diverse 

datasets. Equally important, the incorporation of 

explainable AI techniques such as Grad-CAM, 

LIME, and SHAP brings transparency to the 

decision-making process, allowing clinicians to 

understand and trust AI-generated predictions. The 

results obtained from extensive evaluation on 

standard mammographic and histopathological 

datasets demonstrate that the proposed system 

achieves high sensitivity, specificity, and reliability 

while maintaining ethical and secure data handling. 

Overall, this research contributes a scalable, 

interpretable, and privacy-preserving diagnostic 

framework that bridges the gap between advanced AI 

algorithms and real-world clinical requirements. The 

proposed solution has strong potential for 

deployment as an intelligent decision-support system 

in healthcare environments, ultimately aiding early 

breast cancer detection, reducing diagnostic 

uncertainty, and improving patient outcomes. 
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