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Abstract

A creative mechatronic device named the Gesture Controlled Robot uses an Accelerometer Sensor to control
the robot's movement through natural hand motions. This project uses an MPUG6050 sensor to detect the
direction and movement of the user's hand instead of regular buttons or remote controls. A receiver attached
to the robot gets the sensor data wirelessly using a Bluetooth (HC-05) module. The receiver then translates
these signals and uses an Arduino microcontroller along with an L298N motor driver to move the motors
correctly. The robot can easily follow real-time gestures because it can create commands like moving forward,
backward, left, right, or stopping when the user tilts their hand in different directions. This system can serve
as a starting point for making automated devices, assistive robots, and touchless control systems. It also shows
how sensor technology, wireless communication, and embedded systems can be used together to build a robot

control system that is quick to respond, low-cost, and simple to use.
Keywords: Flex Sensor, HC-05Bluetooth Module, Aurdino Nano, Voltage Divider, LCD.

1. Introduction

The advancement of robotics and sensor technologies
has led to the creation of smart systems that can
interact with humans in a more natural and efficient
way. One of the most exciting developments is
gesture-controlled robots, which have become
popular because they can respond to human hand
movements without needing traditional controls like
buttons or joysticks. In this setup, an accelerometer is
used to sense how the user's hand moves, such as
tilting or shaking. This movement is then turned into
commands that make the robot move in specific
directions like forward, backward, left, or right. The
data from the sensor is processed by a microcontroller
like an Arduino and sent wirelessly to the robot,
which follows the commands. Gesture control
provides a more natural and user-friendly way to
control robots compared to conventional methods.
This makes it well-suited for uses like helping people
with disabilities, automating industrial processes,
military applications, and exploring dangerous areas.
It also allows easier and faster control of robotic
systems through simple hand gestures, enhancing
user experience and reducing response time. This
project shows how combining sensor technology,
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wireless communication, and embedded systems can
result in a cost-effective and efficient robotic control
system that connects humans and machines in a more
natural and intuitive way [1-3].

2. Methodology and System Design
The robot that is controlled by hand gestures works
by using the movement of the user's hand. It uses an
accelerometer sensor to detect how the hand is tilted
and changes that into instructions for the robot to
move. The system combines both hardware and
software parts to make sure the user can control the
robot smoothly and reliably [4-6].

2.1. System Architecture

The whole system is made up of two main parts:

e Transmitter Unit (Gesture Detection Module)

e Receiver Unit (Robot Control Module).
These two parts talk to each other using radio waves
or Bluetooth so the robot can move according to the
user's hand movements. The transmitter uses an
accelerometer to detect hand movements, a
microcontroller to handle the information, and an RF
module to send the signals through the air. The
receiver on the robot has an RF receiver to get the
signals, a microcontroller to understand the
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information, and a motor driver to make the robot
move according to the hand gestures, Figure 1.
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Figure 1 System Architecture of Gesture
Controlled Robot Using Accelerometer Sensor

2.2. Transmitter Section
The transmitter is mounted on the user’s hand and
consists of the following components:

e Accelerometer Sensor: Detects tilt
orientation along X and Y axes.

e Arduino Nano: Reads the analog sensor values,
processes them, and generates control
commands.

e Wireless Module (RF Transmitter or HC-05
Bluetooth): Sends command data wirelessly to
the robot.

Working of Transmitter:

e The accelerometer continuously monitors hand
tilt in two axes.

e The Arduino converts analog voltages into
digital values.

e The program compares sensor readings against
preset thresholds.

e Based on the tilt direction, the Arduino transmits
coded signals for forward, backward, left, right,
or stop.

2.3. Receiver Section
The receiver is attached to the robot and comprises:

e Wireless Receiver Module (RF Receiver / HC-
05 Bluetooth): Receives the transmitted signals.

e Arduino Uno: Decodes the received data and
generates motor control signals.

e Motor Driver IC (L293D): Provides sufficient
current to drive DC motors.

e DC Motors and Robot Chassis: Enable motion
of the robot in required directions, Figure 2.
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Figure 2 Transmitter and Receiver of Gesture
Controlled Robot Using Accelerometer Sensor

3. System Working Principle
The movement of the user’s hand corresponds to
specific robot actions, Figure 3:
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Figure 3 System Working Principle of Gesture
Controlled Robot Using Accelerometer Sensor

Table 1 Working Process of System

Hand Accelerometer .
Gesture Reading Robot Motion
Tilt +X direction Move Forward
Forward
Tilt —X direction Move Backward
Backward
Tilt Right +Y direction Turn Right
Tilt Left —Y direction Turn Left
Stable ~0g Stop

The Arduino processes sensor data and converts it
into control commands. The robot replicates hand
motion in real time through wireless communication,
shown in Table 1.
4. Technology
The Gesture Controlled Robot uses Accelerometer
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Sensor technology to let people control robotic
movements with simple hand gestures. This makes it
easy to use without needing complicated remotes or
wires. It improves how humans interact with
machines by letting users control robots in a way that
feels natural, which is great for situations where
hands-free or contactless control is needed. This
robot can be used in many areas like industry for
moving materials, in healthcare to help people with
physical disabilities, in defense for working in
dangerous places, and in homes for smart control
systems. The system combines sensors, wireless
communication, and microcontrollers to offer an
affordable, portable, and efficient solution. It shows
how powerful embedded systems and sensor-based
automation can be. It also sets the stage for future
advancements in Al-powered gesture recognition and
loT-connected robotics, leading to smarter and more
responsive robots.

5. Analysis

The study on the Gesture Controlled Robot using an
Accelerometer Sensor examines how well the system
works in terms of accuracy, how quickly it responds,
how far it can operate wirelessly, and how stable it is.
The system is able to understand hand gestures by
analyzing data from the accelerometer, turning those
gestures into directions that make the robot move.
When tested, the robot reacted to gestures with an
average response time of 150 to 200 milliseconds,
which allows for smooth and real-time control. The
accelerometer was calibrated to work well at different
tilt angles—15°, 30°, and 45°—which helped reduce
unwanted signals and made the system more reliable.
The wireless part of the system sent signals clearly
over a distance of 10 to 15 meters using either RF or
Bluetooth, with very little loss of signal strength. The
motor driver circuit properly converted the control
commands into precise movements, allowing the
robot to move forward, backward, left, and right as
intended. The system was also energy-efficient, with
a 9V battery that provided long-lasting use under
regular operation. The use of a precise sensor, stable
wireless connection, and easy-to-modify design
makes the system dependable. Future work could
involve using Al for better gesture recognition and
adding longer-range communication options through
I0T technologies like Wi-Fi or GSM.
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Future Scope

Although the Gesture Controlled Robot using an
Accelerometer Sensor works well in recognizing
gestures and controlling the robot's movement, there
is still a lot of room for improvement. The system can
be made better by adding Internet of Things (IoT)
technology, which would let the robot be controlled
from far away using Wi-Fi or GSM. Also, using
Machine Learning (ML) or Artificial Intelligence
(Al) could help the robot learn new gestures and get
better at understanding them, making it more flexible
and accurate. Adding a camera module with
computer vision can help the robot see and navigate
around objects on its own, making it more useful in
real-life situations. To make the robot lighter and use
less power, it can be redesigned with low-power
microcontrollers like ESP32 or Raspberry Pi Pico W.
Adding voice control or smartphone connections
could make it easier for users to interact with the
robot. For use in factories or hospitals, adding
ultrasonic or infrared sensors can help the robot
detect obstacles and plan its path. The robot can also
be made smaller for use in wearable or assistive
devices, which could help with things like
rehabilitation, monitoring, and emergency response.
These changes would make the current robot smarter,
more independent, and able to do more things in
different areas of modern life.
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