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Abstract

The rise of artificial intelligence has enabled the creation of deepfake technologies that can generate highly
realistic synthetic voices. While these technologies have positive applications in entertainment and accessibility,
they also pose serious threats such as impersonation, misinformation, and voice-based fraud. Detecting fake or
manipulated audio has therefore become an essential area of research in artificial intelligence and
cybersecurity. This project presents a general fake audio detection system capable of identifying not only Al-
generated deepfake voices but also manipulated real recordings such as splicing, pitch modification, and voice
cloning. Unlike existing models that are limited to specific languages or static audio files, the proposed system
supports multilingual audio, including major Indian languages, and is designed to work in real-time, even

during live calls.
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1. Introduction

Deepfake technology has rapidly advanced into a
powerful tool capable of generating synthetic voices
that closely resemble real individuals, accurately
mimicking tone, accent, pitch, and speaking style with
extraordinary precision. While this innovation
supports positive applications in entertainment,
dubbing, and accessibility, it has simultaneously
emerged as a major cybersecurity threat. Deepfake
audio is increasingly misused for fraudulent phone
calls impersonating family members or bank officials,
political manipulation and misinformation, and attacks
on digital identity and authentication systems. These
risks highlight the urgent need for robust deepfake
voice detection systems capable of analyzing speech
signals and identifying distortions, unnatural patterns,
and inconsistencies that expose artificially generated
audio. To address this challenge, the project focuses on
developing an Al-driven detection system that
performs speech feature extraction, converts audio into
Mel-spectrogram representations, applies CNN and
LSTM-based deep learning models, and conducts real-
time classification to determine whether a voice is real
or synthetic. The proposed model enhances the
reliability of audio-based authentication and
contributes to safer, more secure digital
communication environments. To counter these
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threats, the proposed system extracts essential speech
features, converts audio signals into Mel-spectrogram
representations, and processes them through
CNN/LSTM  architectures to enable accurate
classification and real-time detection. The goal of this
work is to build a reliable, user-friendly deepfake
audio detection mechanism that enhances digital
security, improves trust in audio communication, and
strengthens audio forensics in modern cybersecurity
environments [1-3].

1.1 Methods of Audio Detection

Audio Preprocessing: This involves removing
background noise, trimming silent parts, normalizing
volume levels, and converting all audio files to the
same sampling rate. These steps help ensure that the
model receives clean and consistent audio signals,
making it easier to compare real and fake samples.
Convolutional neural Network Layers:- CNN
layers are used to analyze the visual patterns present
in Mel-spectrograms and other audio feature images.
They detect shapes, edges, and textures within these
representations, allowing the model to identify
unusual frequency patterns, distortions, or artifacts
commonly found in deepfake audio. CNNs help
capture the “spatial” characteristics of speech signals.
Classifier: The Softmax layer takes the model’s
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learned patterns and assigns probabilities to two
classes: “Real Voice” and “Fake Voice.

Training Techniques: Training techniques help
improve model accuracy and prevent errors. Methods
such as the Adam optimizer, cross-entropy loss
function, and data augmentation allow the model to
learn faster and more effectively.

Evaluation Metrics: Evaluation metrics measure how
well the deepfake detection model performs. Metrics
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like accuracy, precision, recall, and F1-score examine
the correctness of predictions, while confusion matrix
and ROC curves provide a detailed analysis of true and
false classifications. These metrics help determine
whether the model is ready for real-world use. Tables
and Figures are presented center, as shown below and
cited in the manuscript.

Table 1 Experimental Input Parameters for EDM

Component

Method

Category

Audio Input

Real & Deepfake audio datasets

Input Data

Preprocessing

Noice Reduction

Data cleaning

Feature Extraction

MFCC ,Mel -Spectrogram

Signal Features

Deep Learning Model

CNN -LSTM

Model Architecture

CNN Layers Convolution + Pooling Spectral Pattern learning
Classifier Softmax Output Prediction
Evaluation Metrics Accuracy Performance Evaluation

Training Techniques

Adam Optimizer

Model Training

Output

Real Voice

Final Result

Training Process

» Take

Audio Deepfake
Detection Model

Svnthetic Audio

* Real

-

Imitation Audio

Figure 1 Confusion Matrix of Deepfake
Voice Detection Model

The diagram illustrates the workflow of an Audio. The
project uses real and deepfake audio samples which
are first cleaned through preprocessing methods like
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noise removal and normalization. Important speech
features such as MFCC and Mel-spectrograms are
then extracted to highlight frequency and pitch
patterns. A hybrid CNN-LSTM deep learning model
is used, where CNN layers learn spectral features and
LSTM layers learn time-based speech patterns. A
Softmax classifier then predicts whether the audio is
real or fake. The model is trained using techniques like
the Adam optimizer, data augmentation, shown in
Tabke 1 & Figure 1 [4-9].

2. Objective of the Study

The main objective of this study is to develop an
efficient Al-based system capable of accurately
detecting deepfake audio by analyzing differences
between real and synthetically generated speech. This
project aims to extract important speech features using
MFCC and Mel-spectrogram techniques and apply a
hybrid CNN-LSTM deep learning model to classify
voices as real or fake. The study also focuses on
improving security in voice-based authentication
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systems by preventing misuse of deepfake technology.
Additionally, the objective includes evaluating the
performance of the model using accuracy metrics and
validating its effectiveness in real-world scenarios.
2.1 Objective of the Study
The proposed Al-based deepfake voice detection
system has strong potential for further enhancement
as deepfake technology continues to evolve. In future
developments, larger and more diverse multilingual
datasets can be used to improve the model’s
robustness across various accents, speaking styles,
and languages. Advanced deep learning
architectures such as Transformer-based audio
models (e.g., Wav2Vec2, Whisper, and AST) may be
integrated to achieve higher accuracy and detect
even highly realistic synthetic audio. The system can
also be expanded into real-time applications such as
voice authentication in banking, online meetings,
telecommunications, and smart home devices.
Additionally, a mobile or web application can be
developed to make the detection tool easily
accessible to organizations and users. Future work
may also include incorporating explainable Al
techniques to highlight which parts of the audio
influenced the model’s decision, thereby increasing
transparency and security, shown in Figure 2 [10-
11].
3. Future Scope
The proposed Al-based deepfake voice detection
system has strong potential for further enhancement
as deepfake technology continues to evolve. In future
developments, larger and more diverse multilingual
datasets can be used to improve the model’s
robustness across various accents, speaking styles,
and languages. Advanced deep learning
architectures such as Transformer-based audio
models (e.g., Wav2Vec2, Whisper, and AST) may be
integrated to achieve higher accuracy and detect
even highly realistic synthetic audio. The system can
also be expanded into real-time applications such as
voice authentication in banking, online meetings,
telecommunications, and smart home devices.
Additionally, a mobile or web application can be
developed to make the detection tool -easily
accessible to organizations and users, shown in
Figure 3.
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Figure 2 Flow Diagram of the Audio
Classification Process

Predicted Class

Real Deepfake

Real 42 3

Deepfake 5 50

\
Figure 3 Confusion Matrix of Deepfake Voice
Detection Model
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4. Results and Discussion
4.1 Results

The experiments were designed to evaluate how well
the proposed CNN-LSTM model can distinguish real
speech from deepfake audio. After preprocessing and
converting audio into Mel-spectrogram features, the
model was trained and tested using a balanced dataset
of real and synthetic samples. The results show that
the system performs effectively, correctly identifying
most real (42 out of 45) and deepfake (50 out of 55)
recordings. Only a few samples were misclassified, as
shown in the confusion matrix. These findings
indicate that the model successfully learns both
spectral and temporal patterns, demonstrating strong
accuracy and reliability in detecting deepfake voice
samples.

Real and Deepfake

Audio Samples

p = o

Preprocessing

« Resample
« Trim silence
« Noise reduction

Split Dataset
« Training
« Validation

Feature Extraction

- MFCC
« Mel-spectrogram

Figure 4 Process of the Dataset

4.2 Discussion
The results of the experiment show that the model can
successfully differentiate between real and deepfake
audio, and the discussion focuses on understanding
why the system performs well and what the results
mean. The strong performance of the CNN-LSTM
architecture indicates that combining spectral and
temporal learning is effective for detecting subtle
differences in synthetic speech. The CNN layers
likely captured unnatural frequency patterns produced
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by Al-generated audio, while the LSTM layers
identified irregular timing and speech flow that do not
naturally occur in human speech. The small number
of misclassifications suggests that most deepfake
voices still contain detectable artifacts, although some
advanced synthetic audio samples may closely
resemble natural speech, making them harder to
classify. This highlights the need for continuous
improvement of the model as deepfake generation
technology evolves. Overall, the interpretation of the
results confirms that the proposed approach is reliable
and practical for real-world scenarios such as fraud
prevention and voice authentication systems.rather
than a repetition of the Results, shown in Figure 4.
Conclusion

The study confirms that deepfake voice generation
poses a significant and growing threat to digital
security, identity protection, and trust in audio
communication systems. Through the analysis
presented in the results and discussion sections, it is
clear that Al-generated audio exhibits detectable
inconsistencies when processed through Mel-
spectrogram analysis and advanced deep learning
models. The experimental findings validate the
initial problem statement by demonstrating that the
proposed CNN/LSTM-based framework can
effectively distinguish between real and synthetic
voices with high accuracy. This confirms not only
the feasibility but also the necessity of implementing
automated deepfake audio detection systems in real-
time applications. Overall, the work successfully
addresses the identified problem and establishes a
reliable foundation for future improvements in audio
forensics, Al security, and deepfake mitigation.
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