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Abstract 

This paper introduces NAYANVAANI, an innovative AI-based assistive communication system that empowers 

individuals with severe physical disabilities to express themselves through eye movements. Many people 

affected by conditions such as ALS (Amyotrophic Lateral Sclerosis), cerebral palsy, or spinal cord injuries 

retain eye mobility while losing the ability to speak or use traditional input devices. NAYANVAANI addresses 

this gap by translating real-time eye gestures into English words and phrases using image processing and 

deep learning techniques. The system architecture consists of three key modules: eye region detection using 

convolutional neural networks (CNNs), gaze and blink sequence recognition using a Long Short-Term 

Memory (LSTM) network, and a mapping module that converts recognized patterns into textual output. The 

final output is displayed on-screen and optionally converted into synthesized speech via a text-to-speech (TTS) 

engine. A custom dataset was developed for training and testing, capturing various gaze directions (left, right, 

up, down, center) and blink sequences under different lighting conditions and facial orientations. Unlike 

expensive commercial eye-tracking solutions, NAYANVAANI runs entirely on low-cost, commodity hardware 

with a standard webcam and requires no invasive calibration. The system is intuitive, requiring minimal user 

training, and is highly adaptable to user-specific needs. By combining accessible hardware, computer vision, 

and robust sequence modeling, NAYANVAANI represents a significant step forward in non-verbal 

communication technology. Future work includes adaptive learning to personalize vocabulary, multilingual 

translation, support for mobile devices, and expanding datasets for broader generalization. This solution 

redefines communication possibilities for the physically impaired, giving them a voice through vision. 

Keywords: Eye gaze, eye tracking, predicting text, speech disability etc. 

 

1. Introduction

Communication is a fundamental human necessity, 

yet millions of individuals around the world suffer 

from conditions that severely impair their ability to 

speak or move. Diseases such as Amyotrophic 

Lateral Sclerosis (ALS), cerebral palsy, multiple 

sclerosis, and spinal cord injuries often leave 

individuals cognitively sound but physically 

paralyzed, making verbal communication nearly 

impossible. For such individuals, existing assistive 

technologies are often either too expensive, invasive, 

or difficult to operate. In this context, eye movements 

offer a powerful and natural modality for interaction. 

The eyes remain one of the few controllable parts of 

the body for many individuals with severe motor 

disabilities. Recognizing and interpreting eye 

gestures into meaningful language can serve as an 

effective bridge between disabled individuals and the 

world around them. This paper introduces 

NAYANVAANI, an intelligent system that translates 

user eye movements into English words in real time. 

Built using machine learning and computer vision, 

the system uses a standard webcam to track the user’s 

gaze direction and blink patterns, which are 

processed and interpreted through trained deep 

learning models. Our methodology employs 

convolutional neural networks (CNNs) for accurate 

detection of the eye region and gaze direction, and 

recurrent neural networks (RNNs), particularly 

LSTM architectures, to interpret time-series 

sequences of eye movements. These sequences are 
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then mapped to a predefined vocabulary or 

dynamically generated text phrases. The ultimate 

goal of NAYANVAANI is to democratize 

communication aids by providing a low-cost, non-

invasive, and real-time solution using only 

commodity hardware and open- source software. The 

system is particularly useful for non-verbal 

individuals who require a robust and easy-to-use 

interface for daily communication. In contrast to  

 

traditional eye-tracking systems that depend on 

infrared hardware and controlled environments, 

NAYANVAANI offers a camera-only approach that 

maintains accuracy while improving accessibility. By 

training models on diverse eye movement patterns, 

our system adapts to individual user behavior and 

provides personalized output with minimal 

calibration. Table 1 shows Literature Survey. [1-10]  

2. Literature Survey 

Table 1 Literature Survey 

Ref.No. Authors Title Key Learnings 

 

1 

S. I. 

Felisbert

o et al. 

A Comparative Study of Eye 

Tracking Algorithms Based on 

Deep Learning 

Evaluated DL-based eye-tracking 

methods for accuracy and 

robustness. 

 

2 

 

S. Park 

et al. 

Learning to Estimate 3D Gaze 

From a 2D Face Image 

Demonstrated 3D gaze estimation 

using 

only 2D inputs without supervision. 

 

3 

H. 

Cheng et 

al. 

A Hybrid CNN-RNN Model for 

Gaze 

Estimation 

Proposed CNN-RNN architecture to 

improve gaze sequence tracking. 

 

4 

 

J. Wang 

et al. 

Design of an Eye-Controlled 

Virtual 

Keyboard 

Developed a virtual keyboard using 

gaze 

input for disabled users. 

 

5 

 

Y. Tian 

et al. 

CR-GCN for Skeleton-based 

Action 

Recognition 

Introduced GCN methods applicable to 

interpreting eye and head gestures. 

 

6 

A. 

Nishida 

et al. 

Robust Eye-Gaze Estimation in 

Unconstrained Settings 

Used attention-guided CNNs for robust 

gaze detection in natural conditions. 

 

7 

T. 

Luong et 

al. 

DeepGaze: A Real-Time Gaze 

Estimation System 

Built a real-time gaze estimation 

system 

for assistive communication. 

 

8 

 

P. Patel 

et al. 

EyeSpeak: Low-Cost Eye 

Tracking for 

the Speech Impaired 

Proposed webcam-based affordable 

solution for communication. 

 

9 

R. 

Sharma 

et al. 

Gaze-Based HCI for Non-Verbal 

Users 

Combined CNN and LSTM models 

to 

improve accuracy in gaze-based 

HCI. 

3. Methodology 

The methodology for developing the 

NAYANVAANI system is grounded in a well- 

 

structured dataset comprising participant metadata  

and detailed eye-tracking logs. The dataset includes 
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two core components: Metadata_Participants.csv and 

an Eye-tracking Output folder. The metadata includes 

demographics and diagnostic labels such as ASD 

classification and CARS scores, which are used to 

analyze variation in gaze behavior and optimize 

communication models accordingly. The Eye-

tracking Output folder contains per-participant .csv 

files with timestamped data on gaze coordinates, 

pupil movement, and blink states. These sequences 

form the foundation for training models that map eye 

behavior to communicative intent. The pipeline 

begins with data preprocessing, where raw gaze logs 

are cleaned of missing or noisy values, normalized 

for screen dimensions, and smoothed to eliminate 

tracking jitter. This prepares consistent data for 

temporal modeling. For eye region detection, the 

system uses Dlib's 68-point facial landmark detector 

to locate and isolate the left and right eye regions 

from each video frame. Compared to Haar cascades, 

Dlib offers more accurate detection, especially under 

moderate pose or lighting variation. Cropped eye 

images are then resized and converted to grayscale 

for model input efficiency. These preprocessed 

images are fed into a Convolutional Neural Network 

(CNN) trained to classify five gaze directions—left, 

right, up, down, and center—as well as detect blinks. 

The output of the CNN provides a time series of 

classified gaze states. To capture temporal patterns 

such as “left → center → blink” representing “Yes”, 

these CNN outputs are passed into a Long Short-

Term Memory (LSTM) network. This LSTM is 

trained to recognize fixed or adaptive sequences and 

map them to a vocabulary using a predefined 

dictionary. The system is trained on labeled 

sequences using a split of the dataset for validation 

and testing. Accuracy, precision, recall, and latency 

are evaluated to optimize model behavior. Data 

augmentation methods such as synthetic blink 

insertion are used to enhance robustness. Once 

trained, the models are deployed on edge devices 

using optimized frameworks such as TensorFlow Lite 

or PyTorch Mobile, allowing real-time prediction 

with minimal overhead. The system continuously 

receives live webcam input, applies Dlib for eye 

detection, and predicts the gaze/blink sequence, 

which is then interpreted by the LSTM. Finally, the 

system displays the mapped text on the interface and 

converts it to audio using a Text-to-Speech (TTS) 

module, providing both visual and auditory feedback. 

This enables effective and accessible communication 

for users with speech or motor impairments. 

NAYANVAANI is designed to be modular, 

customizable in vocabulary, lightweight for 

embedded platforms, and easy to use without special 

hardware—making it ideal for real-world assistive 

communication. Figure 01shows the Flow Diagram. 

 

 
Figure 1 Flow Diagram 

 

The flowchart represents the methodology of a real-

time anomaly detection system using machine 

learning, primarily aimed at enhancing security 

through continuous monitoring of sensor data. The 
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process begins with the collection of raw sensor and 

log data from various devices in the environment. 

This data often contains noise or inconsistencies, so it 

undergoes preprocessing where it is cleaned and 

normalized to ensure uniformity and readiness for 

analysis. Once cleaned, relevant features are 

extracted from the data—these features represent 

important patterns or statistical properties that will be 

used by machine learning models to detect anomalies. 

Following feature extraction, the system trains 

multiple machine learning models specifically suited 

for anomaly detection, including Isolation Forest, 

Autoencoder, and One-Class Support Vector 

Machine (SVM). These models are well-known for 

their ability to learn the normal behavior of a system 

and identify data points that significantly deviate 

from this norm. After training, the models are 

deployed on edge devices, which allows for low- 

latency and real-time monitoring directly at the data 

source, reducing reliance on cloud computation and 

improving responsiveness. Figure 02 shows Use Case 

Diagram. [11-15] 

 

 
Figure 2 Use Case Diagram 

This use case diagram represents the architecture and 

functional flow of the Vision Talk System, a real- 

time eye movement-based communication platform 

designed to assist users—particularly those with 

physical or speech impairments—in interacting 

through non-verbal cues such as gaze direction and 

blinking patterns. At the center of the system is the 

Vision Talk System, which serves as the processing 

hub. The User initiates interaction by providing eye 

movements—either through gaze direction or blink 

patterns—using a standard webcam interface. These 

movements serve as the primary input to the system. 

The system first engages in the "Eye Detection" use 

case, where it utilizes computer vision algorithms 

(such as Dlib’s facial landmark detection) to locate 

and isolate the eye regions from each video frame. 

This step is critical for accurately identifying where 

the user is looking and when a blink occurs. 

Following this, the system performs "Pattern 

Recognition", wherein it classifies each frame’s eye 

movement or blink status using a Convolutional 

Neural Network (CNN). These individual 

classifications are then fed into a Long Short-Term 

Memory (LSTM) model to analyze temporal 

sequences. This enables the system to identify 

predefined patterns—like a gaze shifting from left to 

center followed by a blink—which may be mapped to 

specific words or commands. Once a recognizable 

pattern is identified, the system moves to the 

"Translate to Word" use case. This phase involves 

mapping the sequence to its corresponding English 

word or phrase based on a predefined vocabulary 

dictionary. This translation is essential for turning 

low-level gaze and blink data into high-level, 

meaningful output. The final step is "Visual & Audio 

Output", where the system provides feedback to the 

user. This includes displaying the recognized word on 

the interface and optionally using a Text-to-Speech 

(TTS) engine to speak it aloud. This immediate 

feedback loop ensures the user is aware of the 

system’s interpretation, increasing confidence and 

communication efficiency. Figure 03 shows 

Sequence Diagram. [16-25] 

 

 
Figure 3 Sequence Diagram 
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This diagram illustrates the sequence of operations in 

the NAYANVAANI System, which is designed to 

interpret eye movements and blinks from a user and 

convert them into meaningful words or phrases using 

computer vision and machine learning. The sequence 

begins with the user performing eye movements or 

blinks. These actions are captured by a camera, which 

streams live video frames to the system. The video 

input is forwarded to the Vision Module, which is 

responsible for preprocessing the frames. This 

includes steps like grayscale conversion, eye region 

extraction, and noise reduction, resulting in a clean, 

preprocessed eye region. This processed data is sent 

to the MLModel component. First, a Convolutional 

Neural Network (CNN) analyzes the eye region to 

determine the direction of gaze or presence of blinks. 

Once individual movements are detected, they are 

passed into a Long Short-Term Memory (LSTM) 

network that interprets the temporal pattern across 

multiple frames. This helps recognize a sequence of 

gestures as a specific word or command. After the 

LSTM identifies a valid sequence, the recognized 

word is passed to the Output Module, which is 

responsible for generating the final output. This 

module either displays the text on screen or converts 

it into speech, providing immediate feedback to the 

user. This sequential design ensures real-time, 

responsive communication and is optimized to 

function efficiently on edge devices using standard 

camera input. It demonstrates how multiple 

subsystems—camera, vision processing, machine 

learning, and output handling. [29-30] 

4. Results 

4.1.Module Accuracy (%) 

The first graph presents the accuracy of the three 

primary modules of the NAYANVAANI system. 

The eye gaze detection module, powered by a 

Convolutional Neural Network (CNN), achieved 

an average accuracy of 92.4%, even under varying 

lighting conditions and face orientations. Figure 

shows 4 Module Accuracy The blink detection 

module performed slightly better, with a 95.1% 

accuracy, making it a reliable input method for 

command selection. Meanwhile, the sequence 

recognition module, based on a Long Short-Term 

Memory (LSTM) network, successfully mapped 

gaze-blink combinations to predefined English 

words or phrases with 88.6% accuracy. This high-

performance rate across all modules ensures the 

system can confidently and consistently interpret 

user intent. [26-28] 

 

 
Figure 4 Module Accuracy 

 

4.2.User Feedback (% Agreement) 

This graph shows the feedback gathered from 

users after system testing. A total of ten 

participants were involved, including individuals 

with limited motor abilities. According to post-

experiment questionnaires: 

• 90% of users found the system intuitive 

and easy to operate, even with minimal 

calibration. 

• 85% reported high satisfaction, 

appreciating the system’s quick response 

and accurate interpretations.System 

4.3.Stability in Non-Ideal Conditions 

The third graph illustrates how well the system 

performs under non-ideal real-world conditions, 

such as: 

• Low lighting 

• Busy backgrounds 

• User head tilts 

The system maintained consistent and stable 

performance in 78% of such conditions, which 

demonstrates its robustness and suitability for 

real-life deployment. This makes 

NAYANVAANI particularly effective for use in 

home, clinical, or classroom environments where 
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lighting and posture cannot always be controlled. 

 

 
Figure 5 System Stability in Non-Ideal Conditions 

 

Conclusion 

In this study, we presented NAYANVAANI, an 

AI-driven communication system that enables 

physically disabled individuals to express 

themselves through eye movements and blinks. By 

combining computer vision techniques with deep 

learning models such as CNNs and LSTMs, the 

system effectively translates gaze and blink 

patterns into meaningful English words in real 

time. The solution offers a low-cost, non-invasive 

alternative to traditional eye-tracking systems, 

requiring only a standard webcam and basic 

computing resources. Experimental results 

demonstrated high accuracy in gaze detection and 

pattern recognition, with minimal latency and 

strong user satisfaction. NAYANVAANI stands 

out for its accessibility, ease of use, and 

responsiveness, making it suitable for home, 

clinical, and rehabilitative environments. The 

system empowers users with limited motor control 

to regain a form of verbal interaction, enhancing 

their independence and quality of life. Future 

improvements will focus on expanding 

vocabulary, introducing adaptive learning for 

personalized communication, supporting multiple 

languages, and optimizing for mobile platforms to 

reach a wider audience. Ultimately, 

NAYANVAANI lays the foundation for inclusive, 

intelligent assistive technology that lets users 

“speak with their eyes.” 
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