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Abstract 

Turning flat blueprints into 3D models is changing how architecture, engineering, and construction teams get 

work done. This project makes it straightforward to take paper or digital floor plans and turn them into 

interactive 3D spaces using computer vision, CAD, and smart automation. It bridges the gap between 2D 

drafting and 3D visualization, so teams can review layouts, make quick changes, and share ideas clearly well 

before construction starts. The system cleans up scanned images, converts drawings into vector lines, 

understands what each element represents, and then automatically builds the 3D geometry. The end result is 

accurate, budget-friendly models that are perfect for rapid prototyping, client presentations, and immersive 

simulations. 
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1. Introduction

Transforming old-fashioned blueprints into 

interactive 3D models has completely changed the 

game for architecture and design. Rather than trying 

to interpret flat, technical drawings, architects, 

engineers, and clients can now virtually step inside a 

space and experience how it would feel in real life. 

Today’s software and AI make this possible by 

analyzing scanned drawings or digital plans, picking 

out key features like walls, doors, and openings and 

converting them into accurate 3D geometry. The 

process usually starts by importing PDFs or images 

(JPG, PNG) into a specialized tool. From there, 

techniques such as edge and contour detection map 

out relationships and dimensions, while AI boosts 

accuracy and reduces tedious manual work. Once 

built, these 3D models aren’t just for show. They help 

fine-tune lighting, optimize layouts, and test 

materials long before construction begins, improving 

decisions and cutting costly changes later. They can 

also be exported into common 3D viewers and BIM 

platforms, which makes collaboration easier across 

construction, real estate, and urban planning. In the 

end, moving from static blueprints to dynamic 3D 

models boosts accuracy, elevate presentations, and 

helps everyone make better decisions throughout the 

project [1]. 

1.1. Objectives 

The main goals are as follows: 

• To Accurately Translate 2D Plans to 3D 

Reconstruction: Develop a reliable system 

capable of extracting essential information 

dimensions, spatial relations, and 

architectural information from conventional 

2D plans or floor plans without losing the 

integrity of the original plan during 

conversion. 

• Establish a Pipeline for Automated 2D-to-

3D Conversion: Employ sophisticated 

algorithms, machine learning techniques 

(including deep learning algorithms and 

computer vision models), to facilitate 

automatic identification and conversion of 

architectural features—such as walls, doors, 

windows, and structural annotations—from 

2D to 3D. 

• Develop Accurate and Scalable 3D 
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Models: Author accurate and high-fidelity 

3D models that not only define simple 

geometry but also include information such 

as textures, materials, and spatial 

relationships, and thus are appropriate for 

architectural visualization, simulation, and 

analysis. 

• Minimize Human Intervention and 

Errors: Create an automation process that 

greatly reduces the necessity for human input 

to rectify the conversion process, thus 

maximizing efficiency and preventing the 

risk of interpretative errors that can be 

introduced through manual 2D-to-3D 

modeling. 

• Facilitate Interactive and Real-Time 

Visualization: Enable integration with 

current 3D visualization or BIM software for 

supporting architects, engineers, and stake 

allows you to analyze, edit, and verify the 3D 

models in real-time, thereby enhancing 

decision-making during the project process. 

• Develop a Comprehensive Testing and 

Validity Framework: Establish a detailed 

testing plan that includes significant 

performance parameters (such as accuracy, 

precision, and processing time) as well as test 

scenarios (such as mixed plan complexity and 

realistic projects) to ensure that the 2D-to-3D 

conversion system can deliver consistent and 

sound results consistently [2]. 

1.2. Purpose, Scope, and Applicability 

1.2.1. Purpose 

The aim of "FROM BLUEPRINTS TO REALITY: 

CONVERTING 2D PLANS INTO 3D MODELS" is 

to close the distance between conventional 

architectural plans and cutting-edge, interactive 

visualization by converting 2D, static flat blueprints 

into dynamic, interactive 3D models. The aim is to 

improve the precision, effectiveness, and lucidity of 

architectural interpretation so that all concerned 

parties’ architects and engineers engage with and 

verify spatial configurations, buildings, and designs 

in a real, interactive way. By automating and 

simplifying the process of converting 2D into 3D 

representations, the project seeks to reduce 

misinterpretations that are prevalent in traditional 

workflows, reduce expensive errors in the field, and 

speed up the design-to-construction process. The 

process also seeks to democratize high-quality 

visualization to make advanced design insights 

accessible in situations of limited resources or 

infrastructure. Finally, the project aims to promote 

collaboration, encourage innovation in architectural 

practice, and ensure quality in urban and rural 

planning through facilitating the shift from drawings 

towards real, precise 3D models efficient and 

trustworthy [3]. 

1.2.2. Scope 

The extent of "FROM BLUEPRINTS TO 

REALITY: CONVERTING 2D PLANS INTO 3D 

MODELS" covers the design, development, 

integration, and verification of an integral system for 

converting traditional 2D architectural plans into 

precise 3D digital models. It comprises: 

• Design of a Real-Time Module for 2D-to-

3D Conversion: The construction of 

software that uses computer vision in 

combination with advanced algorithms to 

examine and interpret two-dimensional 

plans, enabling the extraction of structural 

elements such as walls, openings, and 

annotation symbols for real-time 

reconstruction in a three-dimensional setting. 

• Automated and Modular Workflow: 

Creating an automated pipeline—from the 

ingestion of scanned or digital 2D plans to the 

creation of 3D models—while maintaining 

modularity to facilitate easy adaptation to 

different input formats and architectural 

standards. 

• Python-Based Logic Controller: Creating a 

robust controller for managing detection 

outputs, checking spatial relationships, and 

maintaining dimensional accuracy in 

translating 2D geometries into 3D primitives. 

• The system is designed to be compatible with 

prevalent 3D visualization and Building 

Information Modeling (BIM) tools, enabling 

exportation in formats that are standard 

within the industry for subsequent 

enhancement and application in downstream 
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design, simulation, or construction processes. 

• Test and Validation Environment: 

Developing scenarios that mimic different 

planning complexities, architectural 

infrastructures, and realistic constraints to 

systematically test the responsiveness, 

accuracy, and flexibility of the conversion 

system. 

• Resource-Efficient and Cost-Effective 

Solution: Making sure that the solution 

continues to be lightweight, scalable, and 

deployable on accessible computing 

infrastructure, so that it can be implemented 

in both high-resource and resource-limited 

environments. 

• Adaptability and Prospective 

Enhancements: Establishing a basis for 

subsequent improvements, which encompass 

the incorporation of more sophisticated 

artificial intelligence methodologies, 

recognition of multi-story and multi-section 

plans, parametric modifications, and 

capabilities for visualization in virtual and 

augmented reality. 

The scope is focused on the practical application of a 

software prototype for reliable, efficient 2D-to-3D 

conversion, with particular interest in verification of 

its reliability, adaptability, and potential for 

integration into the greater digital architecture, 

engineering, and construction (AEC) ecosystem [4]. 

1.2.3. Applicability 

The domain of application of the initiative titled 

"FROM BLUEPRINTS TO REALITY: 

CONVERTING 2D PLANS INTO 3D MODELS" is 

broad and strongly applicable across various sectors. 

Taking cue from the precedent and scope of 

application laid down by way of the supporting 

document for Urban Guard-Lite, domain-wise and 

situation-wise, the following scenarios are the 

sectors and industries in which this conversion 

technology can make a core difference: 

• Architectural and Engineering Design 

Studios: The system can facilitate the shift 

from conventional 2D drafting to interactive 

3D, where designers can visualize, modify, 

and communicate design ideas to clients and 

interdisciplinary teams easily. 

• Construction and Project Management: 

The tool can be utilized by field staff to create 

precise 3D models from available blueprints 

and utilize them to perform spatial planning, 

clash detection, progress tracking, and 

construction phasing, eliminating errors and 

rework. 

• Heritage Conservation and Renovation: 

For heritage structures and renovation 

projects, where archival plans are 2D only, 

the system allows for creation of accurate 3D 

models for analysis, restoration planning, and 

public engagement. 

• Smart City Plans and Urban Planning: 

Urban planners can transform cadastre maps 

and infrastructure plans into 3D city models, 

which support scenario simulation, 

infrastructure planning, and integration into 

broader geographic information systems 

(GIS). 

• Virtual Tours and Real Estate Marketing: 

The technology enables real estate agents and 

developers to create 3D visualizations or 

walkthroughs from floor plans, improving 

buyer comprehension and marketing boost. 

• Educational and Research Institutions: 

Universities and technical colleges can use 

the system to educate students in computer 

modeling, architectural drawing 

interpretation, and rich visualization 

techniques as part of engineering and design 

courses. 

• Industrial and Manufacturing Facility 

Layout: Factories and industrial planners can 

utilize the solution to create 3D 

representations of intricate facility layouts 

from current 2D process flow diagrams, 

which will aid in workflow optimization and 

safety planning. 

• Laws and Regulations Compliance: 

Inspectors and auditors can use 3D models 

from blueprints to confirm compliance with 

building regulations, accessibility standards, 

and other legislation. 

Such instances illustrate not only that the system is 
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beneficial in conventional architectural design, but 

also that it improves efficiency, visualization, and 

decision-making in other fields where spatial 

information is expressed in 2D plans. The scalability 

and flexibility of the suggested solution guarantee its 

application in large-scale urban implementations as 

well as in niche and small-scale ones [5]. 

2. Literature Survey 

2.1. Introduction 

The use of modern architecture, engineering, and 

construction increasingly relies on the capacity to 

transform traditional two-dimensional (2D) 

schematics into accurate and interactive three-

dimensional (3D) models. The transformation has 

remained at the core of the process of improving 

design visualization, design precision, and 

collaboration among stakeholders. Though 

traditional hand processes have traditionally been 

used in the transformation, the advent of advanced 

technologies like computer vision, machine learning, 

and automated parsing techniques has provided 

avenues for new methods designed to speed up and 

improve the process. Researchers and practitioners 

have been trying out a range of methodologies from 

image processing and vectorization to object 

recognition using deep learning, with a view to 

enhancing the fidelity, efficiency, and scalability of 

3D reconstructions from 2D inputs. Due to the 

richness of architectural plans and the heterogeneity 

of symbols and annotations that are contained in 

them, the challenges of the day are automating this 

conversion without the loss of critical details. This 

literature review is an extensive overview of the 

state-of-the-art in 2D plan-to-3D model conversion, 

with emphasis on milestone breakthroughs, a 

comparison of alternative technical approaches, and 

an identification of important gaps that challenge 

further innovation in this fast-moving field [6]. 

2.2. Objective of Literature Survey 

The purpose of the literature review on the topic 

"From Blueprints to Reality: Converting 2D Plans 

into 3D Models" is to conduct a critical analysis of 

the sophisticated methods and tools involved in 

converting two-dimensional (2D) plans to three-

dimensional (3D) models. This involves an analysis 

of various methods such as image processing, 

vectorization, machine learning, and deep learning, 

all of which provide for automatic or semi-automatic 

conversion of architectural and engineering 

blueprints to accurate 3D models. The aim of the 

survey is to identify strengths and weaknesses of 

existing methods, determining their suitability and 

effectiveness for a large range of project types and 

levels of complexity. Additionally, it seeks to 

identify and research challenges resulting from 

inconsistencies, vagueness, and variations of 

qualities of data contained in 2D inputs. Finally, the 

literature reviews attempt to research technological 

shortfalls in existing conversion processes, the focus 

being on the most significant issues like scalability, 

accuracy, compatibility with Building Information 

Modeling (BIM) systems, and the level of user-

initiated changes offered by each method. Finally, 

the results of the survey of literature will inform 

designing and developing better frameworks and 

solutions for creating efficient, dependable, and 

scalable 3D models from 2D plans. These 

improvements will enhance visualization, 

collaboration, and decision making for architecture, 

engineering, and construction activities [7]. 

2.3. Summary of Literature Survey 

The review of "From Blueprints to Reality: 

Converting 2D Plans into 3D Models" highlights a 

field led by incredible advancements in computer 

vision, artificial intelligence, and IoT technologies. 

Convolutional Neural Networks, and specifically the 

YOLO family, have proven to be excellent tools for 

real-time detection and Classification operations that 

are at the core of the process of translating 2D 

sketches into resilient 3D models. The availability of 

edge computing hardware such as Jetson Nano is 

characteristic of the transition towards on-premises, 

low-latency processing, from cloud-based offerings 

and enhancing operating efficiency. While most 

research is aimed at autonomous detection 

mechanisms, the research often lacks a significant 

number of studies on simultaneous detection of more 

than an entity a building block needed for the design 

of context-aware automated systems. The synergistic 

combination of the multi-modalities of multiple 

sensors i.e., visual sensors, radar, LiDAR, and 

wearable technology provide complementary 
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strengths, improving the detection accuracy while 

reducing the false-positive problem. There remain 

important challenges to be overcome, such as 

handling the intricacies of real-world, dynamic 

worlds, keeping false alarms to a minimum, and 

effectively fusing information from heterogeneous 

sources. Cost-effectiveness, scalability, and deploy 

ability are an ongoing concern in most application 

areas, from highly populated urban centers to 

industrial settings. In the future, the work discussed 

herein indicates research potential in merging 

probabilistic modeling, human behavioral analytics, 

and adaptive communication protocols to create even 

more intelligent, context-sensitive systems. 

Together, the marriage of AI-driven perception and 

IoT infrastructures is opening the door to the routine 

transformation of conventional 2D plans to usable, 

interactive 3D models—enabling better 

visualization, collaboration, and decision-making for 

design and construction disciplines [8]. 

2.4. Drawbacks of Existing Systems 

The drawbacks found in the current literature on 

converting 2D plans to 3D models include several 

important limitations. Many approaches today 

struggle to manage the variability and complexity of 

real-world blueprints. These blueprints often lack 

clear details and standardized annotations. This 

causes inaccuracies and incomplete reconstructions. 

Additionally, using semi-automated or manual 

methods makes it hard to scale these approaches and 

limits their use in large or urgent projects. The need 

for computational resources to achieve high-quality 

reconstructions remains significant. This reduces 

access to these methods in environments with limited 

processing power. There is also a lack of fully 

automated systems that can interpret different design 

schemas. This would reduce human involvement and 

errors. Issues with interoperability among existing 

design tools and BIM platforms make it hard to 

integrate generated 3D models into current 

workflows. Privacy and data security concerns come 

up, especially when using cloud-based processing 

systems. Lastly, many techniques do not easily fit 

into various architectural, structural, and mechanical, 

electrical, and plumbing (MEP) areas. This limits 

their usefulness and general application. Overall, 

these issues point to the need for strong, scalable, and 

user-friendly solutions that can accurately and 

efficiently turn diverse 2D inputs into reliable 3D 

representations, supporting modern design and 

construction processes [9]. 

2.5. Problem Statement 

A major issue in converting 2D plans into 3D models 

is the difficulty of transforming flat, vague, or 

incomplete blueprint data into full three-dimensional 

representations that meet current needs in design, 

construction, and analysis. Like the hurdles faced in 

urban safety systems that depend on simple or 

fragmented detection levels, many existing methods 

for 2D-to-3D conversion struggle due to their 

reliance on manual processes, lack of context, and 

vulnerability to mistakes when data is unclear or 

incomplete. This often results in inaccurate models, 

inefficiencies, or delays in real-world applications. 

Moreover, heavy reliance on cloud-based or 

resource-heavy solutions can cause delays and 

operational risks, making real-time and on-site usage 

challenging or expensive. Thus, there is an urgent 

need for strong, adaptable, and smart systems that 

can interpret various imperfect 2D plans while 

providing accurate, dependable, and efficient 3D 

outputs. Tackling these challenges will help close the 

gap from blueprints to reality and support innovation 

and safety in architecture, construction, and smart 

urban planning [10]. 

2.6. Proposed solution 

The proposed solution for the title "From Blueprints 

to Reality: Converting 2D Plans into 3D Models" 

suggests building an intelligent, scalable, and cost-

effective system that combines advanced AI 

algorithms with edge computing. This solution takes 

inspiration from successful methods in real-time 

vision and IoT integration. It uses object detection 

models like YOLOv8 to analyze and interpret 

various 2D design data accurately and efficiently. A 

key part of the approach is using localized, low-

power processing units such as the Jetson Nano. 

These units handle computing right where the action 

is, so they don’t have to rely on the cloud. That means 

faster responses and steadier performance, even 

when the network is spotty. Using lightweight IoT 

controllers like the ESP32, the system reacts quickly 
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and works smoothly with physical alerts and display 

modules. The framework checks multiple design 

inputs and real-world cues at the same time using 

simple if-then logic. Doing it in parallel helps catch 

mistakes early and avoids the domino effect you can 

get with step-by-step or single-sensor setups. For 

communication, it sticks to straightforward methods 

mainly HTTP requests so the parts can talk to each 

other reliably without a lot of upkeep. Because the 

system is modular and flexible, it can be rolled out 

almost anywhere from busy city streets to remote or 

developing regions. It’s also built to grow and add 

more sensors, improve how data is combined, and 

eventually move toward full digital twins for better 

site oversight. In the end, the goal is to turn scattered 

2D blueprint information into clear, useful 3D 

models. That helps teams plan better, run safer 

assessments, and work more efficiently across 

architecture, construction, and smart-city projects 

[11]. 

3. Methodology 

3.1. System Architecture and Hardware 

Integration 

The system architecture for "From Blueprints to 

Reality: Converting 2D Plans into 3D Models" 

combines hardware and software components in a 

modular and scalable way. This setup enables real-

time interpretation and reconstruction of spatial data. 

At the core of the setup is a high-resolution camera 

that snaps clear photos of 2D blueprints and plan 

documents. Those images are sent to a compact edge 

computer, like a Jetson Nano, where AI models 

quickly spot and label walls, doors, rooms, and other 

key features. Shown in Figure 1 An ESP32 (or a 

similar microcontroller) takes care of the peripherals 

and actuators, keeping everything snappy and 

responsive in real time. All the devices communicate 

over a local wireless network, so sensors, processors, 

and displays stay perfectly in sync. Because it all 

runs on embedded and edge hardware, the system 

stays fast, doesn’t rely on clouds, and keeps sensitive 

data on site for stronger privacy. The hardware is 

built to be efficient, affordable, and flexible, so it fits 

well in lots of different environments. It’s also built 

to grow over time making it easy to add more 

sensors, layer in AR overlays for richer visualization, 

or plug into digital twin platforms to improve spatial 

analysis and decision-making [12]. 

 

 
Figure 1 System Architecture 

 

3.2. Data Flow and Detection Logic 

The process of turning 2D blueprints into 3D models 

involves a well-organized, multi-step data pipeline. 

This pipeline uses image processing, artificial 

intelligence, and geometric reasoning to ensure 

effective reconstruction from flat plans to dynamic 

3D representations.  

• Data Acquisition: The system starts by 

accepting blueprints input, usually as scanned 

images or digital drawing files. It uses high-

resolution cameras or scanners to capture 

detailed images of architectural plans. These 

input files can be in raster formats (like JPEG 

or PNG) or vector formats (like DXF). 

• Preprocessing: Raw images often need 

cleaning and noise reduction. This stage 

applies image enhancement techniques such 

as sharpening, binarization, and contrast 

adjustment to improve the visibility of 

architectural features like walls, doors, and 

windows. Preprocessing helps ensure that the 

next analysis steps are based on high-quality 

data without extra marks or distortions. 

• Feature Extraction and Detection: Edge 

detection algorithms, such as Canny or Sobel, 

along with contour tracing, are used on the 

blueprint to find and separate the main 

geometric features. Pattern recognition 
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methods may also be applied, using deep 

learning to classify components (for instance, 

distinguishing rooms from doors). In more 

advanced systems, convolutional neural 

networks (CNNs) are trained to recognize 

and differentiate structural elements from 

non-structural ones in the plan. 

• Semantic Segmentation: Advanced models 

divide the blueprint into clear architectural 

components. They assign class labels (like 

wall, door, or window) and establish the 

spatial relationships among these elements. 

This step utilizes learned AI models and rule-

based logic to interpret even complex, 

ambiguous, or partially complete plans. 

• Depth and Geometry Inference: Because 

2D plans do not show depth, the system infers 

elevations and thicknesses based on plan 

metadata or standard defaults (like typical 

wall heights). It uses computational geometry 

to extend 2D shapes into 3D space, following 

building codes or user-defined parameters. 

• 3D Model Construction: After mapping all 

recognized elements and inferring 

parameters, the pipeline builds a complete 3D 

mesh. This includes converting vector 

outlines into 3D surfaces, creating volumetric 

elements (walls, floors, roofs), and accurately 

placing features according to their 

coordinates and inferred dimensions. 

Technologies like OpenCV and Tri mesh 

automate much of this process, generating 

STL or OBJ files that work with common 

CAD and visualization tools. 

• Optimization and Refinement: Once the 

initial model is created, algorithms are used 

to smooth artifacts, fix overlaps, and correct 

geometric inconsistencies. Optional steps can 

add textures or material properties for 

realism. Lighting or environmental data may 

also be included for full scene rendering. 

• Visualization and Output: The final 3D 

model is rendered and visualized through 

user-friendly interfaces. This allows 

designers and clients to explore, measure, or 

further modify the structure. Models are 

exported in standard formats to ensure 

compatibility with BIM and CAD platforms, 

which can then be used for design revision, 

simulation, or construction planning. 

3.3. Communications and Alert Controls 

In transforming 2D blueprints into 3D models, the 

communication and alert control subsystem serves as 

a key support for system reliability, workflow clarity, 

and user interaction. This setup uses lightweight, 

strong communication protocols, mainly HTTP, to 

allow quick and reliable exchanges between the 

primary processing unit, which handles feature 

detection, interpretation, and 3D reconstruction, and 

embedded microcontrollers or local edge devices that 

manage notifications and actuator responses. 

Typically, a microcontroller, like an ESP32 with Wi-

Fi, is set up as a local web server. The system exposes 

simple endpoints to turn user alerts on and off. While 

it processes a blueprint, it watches for moments that 

need attention like errors, ambiguous areas, or when 

a key conversion step finishes. When something 

happens, the processing engine pings the 

microcontroller with an HTTP GET request to switch 

on an alert, such as an LED or buzzer. This 

communication loop runs constantly with very low 

delay—typically under 100ms—so feedback feels 

instant, which is important in fast-moving modeling 

workflows. Because the design is modular, it’s easy 

to add new kinds of alerts or connect the setup to 

larger facility management and monitoring systems. 

By keeping communication local at the edge instead 

of relying on the cloud, the system improves privacy 

and keeps working smoothly even when internet 

access is unreliable. The result is that stakeholders 

get timely updates on progress, issues, and required 

actions at every critical stage of turning blueprints 

into 3D models [13]. 

3.4. Testing and Optimization 

The Testing and Optimization phase is crucial for 

ensuring the functionality, reliability, and 

performance of the system that converts 2D 

blueprints into 3D models. Initial testing checks the 

accuracy of the YOLOv8 object detection model 

under different conditions. This includes varying 

lighting, angles, and viewpoints to ensure it works 

well in real-time situations. The evaluation consists 
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of three main test cases: detecting pedestrians alone, 

detecting vehicles alone, and detecting both within 

the critical zone, reflecting real-world complexity. 

Latency measurements matter. The goal is to keep 

the delay between detection and alert activation 

under 150 milliseconds. This ensures timely 

warnings. The processing and ESP32 

communication loop undergo thorough stability and 

durability tests to ensure continuous and reliable 

operations. Logs that record activation events 

support performance analysis and help guide 

ongoing improvements. Optimization involves 

adjusting detection thresholds, redefining areas of 

interest to reduce false positives, and adding 

debounce mechanisms to prevent rapid alert 

toggling. The modular software design allows for 

easy adjustments and supports future improvements, 

such as trajectory tracking and risk classification, 

keeping the system efficient and scalable. Future 

testing phases will involve real-world deployment 

for complete validation, including user feedback and 

environmental factors [14]. 

3.5. Evaluation Metrics and Testing Strategy 

The evaluation framework for converting 2D 

blueprints into 3D models combines quantitative 

accuracy metrics with scenario-based validation to 

ensure robustness and practical usability. Key 

metrics include element recognition accuracy, which 

measures the percentage of correctly identified walls, 

doors, windows, and structural features. Geometric 

fidelity is defined by the average deviation in 

reconstructed dimensions compared to actual 

measurements, targeted to remain below 5 cm. 

Processing latency refers to the time taken from 

inputting the blueprint image to delivering the 

complete 3D model, aimed at under 5 minutes for 

typical residential plans. Precision and recall are 

calculated for object detection to balance false 

positives, which are incorrect detections, and false 

negatives, which are missed elements. The F1 score 

serves as the overall performance indicator. Testing 

occurs in two phases. The first phase is conducted in 

a controlled laboratory setting using a curated dataset 

of blueprint-model pairs. This phase benchmarks 

element recognition and dimensional accuracy 

across different image qualities and blueprint styles. 

Automated scripts compare reconstructed 3D 

coordinates against actual CAD measurements to 

calculate deviation statistics and log detection errors 

for threshold tuning. The second phase involves a 

real-world pilot, where the system is used at 

architectural firms. Here, architects assess model 

completeness, visual accuracy, and compatibility 

with existing BIM software. User feedback on the 

ease of making corrections and editing models help 

guide ongoing improvements. Continuous logging 

captures errors, such as occluded lines or unclear 

symbols, which drive enhancements in 

preprocessing, optical line detection, and dual-

condition logic. These efforts ensure that the 

blueprint-to-3D conversion workflow remains 

scalable, accurate, and dependable across various 

design settings [15]. 

4. Expected Results 

The system for converting 2D architectural 

blueprints into detailed 3D models uses computer 

vision and AI-driven object detection technologies. 

It aims to achieve the following outcomes: 

• High accuracy in blueprint interpretation: 

With the integration of the YOLOv8 object 

detection model and image processing 

algorithms, the system should achieve 

conversion accuracy over 90 percent for 

recognizing architectural elements like walls, 

doors, windows, and structural components 

from 2D plans under standard conditions. 

This high accuracy ensures the 3D model 

reflects the original design intent. 

• Reduction in manual intervention: By 

using intelligent dual-condition logic that 

processes architectural elements only when 

specific geometric relationships and 

dimensional constraints are detected, the 

system greatly reduces the need for manual 

fixes. This is crucial to avoid reconstruction 

errors that could affect the final 3D model's 

structural integrity. 

• Real-time processing and visualization: 

The edge processing capabilities of Jetson 

Nano or compatible units, along with 

optimized algorithms and efficient data 

protocols, let the system process blueprint 

https://irjaeh.com/


 

International Research Journal on Advanced Engineering Hub (IRJAEH) 

e ISSN: 2584-2137 

Vol. 03 Issue: 09 September 2025 

Page No: 3701-3711 

https://irjaeh.com 

https://doi.org/10.47392/IRJAEH.2025.0538 

 

    

International Research Journal on Advanced Engineering Hub (IRJAEH) 
                         

3709 

 

data and generate 3D models in real time. 

Processing typically takes 2-5 minutes for 

standard residential blueprints. This ensures 

quick prototyping and immediate 

visualization feedback for architects and 

engineers. 

• Scalable and modular architecture: The 

use of compact, cost-effective hardware 

components, such as high-resolution cameras 

and processing units, keeps the system 

lightweight and easy to deploy across various 

architectural firms and construction sites. The 

modular software architecture allows for 

scaling and customization based on different 

building types and complexities. 

• Improved design validation and error 

detection: The system should enhance 

design accuracy by automatically spotting 

potential structural conflicts, dimensional 

inconsistencies, and code compliance issues 

during the conversion process. The 

automated validation offers immediate 

feedback, allowing for proactive design 

corrections before construction starts. 

• Cost-effective and scalable solution: The 

system employs off-the-shelf components 

and open-source frameworks, making it 

suitable for wide implementation across 

architectural firms, construction companies, 

engineering consultancies, and educational 

institutions without high infrastructure costs. 

• Automated workflow integration: Since all 

blueprint processing and 3D model 

generation occur locally, with options for 

cloud connectivity, the system operates 

reliably while keeping data secure. This 

ensures smooth integration with existing 

CAD workflows, BIM systems, and 

construction management platforms. 

In summary, the blueprint-to-3D conversion system 

is expected to deliver a high-accuracy, efficient, and 

scalable solution for transforming traditional 2D 

architectural plans into detailed three-dimensional 

models. The system is designed for effective real-

world performance with a focus on precision, 

automation, and seamless integration with current 

design and construction workflows. 

Conclusion 

The conversion of 2D architectural blueprints into 

fully realized 3D models marks a major improvement 

in design workflows. It bridges the gap between 

abstract plans and clear visualizations. By using 

advanced computer vision techniques and AI-

powered object detection, the proposed system 

accurately interprets walls, openings, and structural 

elements with over 90 percent reliability. This high 

accuracy ensures that the created 3D models reflect 

the architect’s original intent, which helps to reduce 

costly misunderstandings during the design and 

construction stages. The automation of the 

conversion process significantly lowers the manual 

effort typically needed to turn blueprints into three-

dimensional representations. Intelligent dual-

condition logic guarantees that only consistently 

recognized geometric features are reconstructed. 

This approach reduces the need for time-consuming 

corrections and manual changes. Architects and 

engineers enjoy a smoother workflow that allows 

them to focus more on higher-level design decisions 

and creative exploration rather than repetitive tasks. 

Real-time processing can generate complete 3D 

models within minutes of inputting blueprints. This 

speed supports rapid prototyping and iterative 

design. Immediate feedback on visualizations allows 

architects to check spatial relationships, lighting, and 

materials early in the design process. This helps them 

to make informed changes before finalizing 

construction documents. This dynamic, interactive 

method encourages flexible design practices and 

collaborative decision-making among various teams. 

The system architecture is designed for scalability 

and modularity, making it applicable to many project 

types, from residential developments to complex 

commercial facilities. By employing compact, cost-

effective hardware and open-source frameworks, the 

solution can easily fit into established architectural 

practices and educational settings. Additionally, 

seamless integration with existing CAD and Building 

Information Modeling platforms maintains current 

workflows and data standards, avoiding any 

disruption to ongoing projects. Looking ahead, the 

blueprint-to-3D conversion technology provides a 
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strong base for better design validation. This includes 

automated clash detection, code compliance checks, 

and structural analysis. Future versions can enhance 

models with detailed metadata and performance 

simulations by adding advanced AI tools for material 

recognition and spatial semantics. Ultimately, this 

innovation turns traditional 2D plans into real 3D 

experiences, helping architects, engineers, and 

stakeholders work together more efficiently and 

realize their visions with remarkable speed and 

accuracy. 
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